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Problem

We are given two vectors

~p, ~q ∈ Rn satisfying ~p ∦ ~q

We define a subset in Rn by

V := {x~p + y~q ∈ Rn; x , y ∈ R}

called the linear subspace spaned by ~p and ~q. We are given
another vector ~c ∈ Rn. The problem is to find ~c0 ∈ V satisfying

~c − ~c0 ⊥ V i.e. (~c − ~c0, ~v) = 0 (~v ∈ V )

Remark that this condition is equivalent to

(~c − ~c0, ~p) = (~c − ~c0, ~q) = 0
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Orthnormal Basis (1)

We take the orthogonal projection of ~q to the direction of ~q:

~w =
(~p, ~q)

||~p||2
· ~p

In this situation we have

~q − ~w ⊥ ~p

Moreover
~q − ~w 6= ~0

In fact if ~q = ~w = ∗~p, then ~p ‖ ~q. This contradicts the hypothesis.
We define two vectors

~r1 =
1

||~p||
~p, ~r2 =

1

||~q − ~w ||
(~q − ~w)

called an orthonormal basis of V .
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Orthnormal Basis (2)

The orthonormal basis ~r1 and ~r2 enjoys the basic property

||~r1|| = ||~r2|| = 1, (~r1,~r2) = 0

We can express the vector ~c0 ∈ V by

~c0 = ξ~r1 + η~r2

Moreover (~c − ~c0,~r1) = (~c − ~c0,~r2) = 0 implies

0 = (~c − ~c0,~r1) = (~c − ξ~r1 − η~r2,~r1) = (~c ,~r1)− ξ

0 = (~c − ~c0,~r2) = (~c − ξ~r1 − η~r2,~r2) = (~c ,~r2)− η

Accordingly we find that

~c0 = (~c,~r1)~r1 + (~c ,~r2)~r2
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