Criterion for the regularity of matrices (1)

The following conditions are equivalent for A € M3(R)
o (i) Ais regular.
o (i) AV=0=>7V=0
o (i) |A| £0

(iii)=(i) is already shown by using the cofactor matrix A of A. If
the condition (i) is satisfied, we have

A-Al =15
Then it follows from the determinants of the both hand side that
AL [A7Y = |l = 1
Accordingly we find |A| # 0.
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Criterion for the regularity of matrices(2)

(i)=(ii) We assume that that the condition (i) is satisfied. Then
AV=0 - ATAV=A"10=0 V=0

(iii)=-(ii) We assume that the condition (iii) is satisfied. Then we
can apply the Cramer’s Rule as follows.

- 1 o
A( ) =0 — x=ﬁ~|03233|:0etc.

N < X
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Criterion for the regularity of matrices(3)

(ii)=(iii) We prove_the contraposition NOT (iii)=NOT (ii). We
assume that |A| =0 )Let A= (3 b E>
(a) In case a; % 0"We get

&) T fa1) b a aa b a R _2\R LR
+ A %;bz ol salo b o 2= j) e
as b3 c { 0 B o Rs = (—a—f) Ri+ Rs

—
—

YRR [ B
0= lal =141l <@ 3

Then it follwos from a; # 0 that

In this situation

/ /
by o _
/ V4
by c
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Criterion for the regularity of matrices(4)

Moreover we have the equivalence

X ax+ biy+ az = 0---(1)
Alyl| =0« biy+ chz = 0---(2)
4 bly+ ckz = 0---(3)
b, !
Thanks to the condition bz c% =0 we can find (y, z) # (0,0)
3

satisfying (2)" and (3)’. Now it suffices to put

1
x =——(by + c12)
al
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Criterion for the regularity of matrices(5)

)
(b) In case a; =0, ax # 0 We get -+

0 b ¢ b2 (&)
A=1a b | —=A=[0 b g Ri < R

a3 b3 c a3 b3 c
In this situation we have the equivalence
A7 =0 A =0

Moreover
ap; # 0,and|Az] = —|A| =0

This makes it possible to apply the case (a) to find v # 0
satisfying Av = 0. =)
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Criterion for the regularity of matrices(6)

(c) Incase a; =0, a =0, a3 # 0 We get

0 bl (5] as b3 c3
A= 0 bz Q| — A3 = 0 bz C Rl <~ R3
a3 b3 o 0 b a

In this situation we have the equivalence
AV =0 Asi =0

Moreover
az # 0,and|As| = —|A| =0

This makes it possible to apply the case (a) to find v # 0
satisfying Asv = 0. —~

'\) A = = o
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Criterion for the regularity of matrices(7)

(d) In case a3 =0, a =0, a3 = 0 It suffices to remark that

—

1 ,
A(o):(ﬁiﬁa (o) 1-0+0-b+0(0=0
0 L \o \
.
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Gram-Schmidt Orthogonalization
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Nobuyuki TOSE Gram-Schmidt Orthogonalization

We are given two vectors
p.g € R" satisfying plt g
We define a subset in R" by

Vi= {xp+yq€Rv; x,yESR\;&WLd\

called the linear subspace sp{@aned by p and . We are given
another vector ¢ € R". The problem is to find ¢y € V satisfying

) C—G LV ie (c—6,v)=0 (VeV)
r-\
Remark that this condition is equivalent to Py

(¢—c.p)=(c—c,q) =0
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Orthnormal Basis (1)

We take the orthogonal projection of g to the direction of g:

(3.9 -
YRR P
In this situation we have
g—wlp
Moreover =)
Gg—w#0

In fact if § = w = %p, then p || §. This contradicts the hypothesis. .
We define two vectors

[y
[y

T:Ba
1Al

called an orthonormal basis of V.
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a: F2_ — —‘H(a_w)

Orthnormal Basis (2)

The orthonormal basis 71 and 7> enjoys the basic property

Al =172l=1, (n,2)=0 C
-
= — v
We can express the vector ¢y € V by = Sy V\ ) g \

¢ =¢n + i
Moreover (¢ — ¢y, 71) = (€ — &g, ) = 0 implies

0=(c-c,nA)=(c—&n—nr,A)=(c.A)—¢

\’\\
0=(c—co,R)=(c—&n—nr,R)=(C.R)—n \\\b .
Accordingly we find that \
N N, L -
G =(c,n)nt(c Rk nz 2 &

e
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Eigenvalue Problems
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Nobuyuki TOSE Eigenvalue Problems

Review

For B € M,(R), the following conditions are equivalent:
@ (i) B is regular.
o (i) Bi=0=v=0

o (iii) [B| #£0

For B € M,(R), the following conditions are equivalent:
o NOT(i) B is not regular (singular)w‘
@ NOT(ii) There exists vV # 0 satisfying BV = 0.
e NOT(iii) [B|=0
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Example (1)

1 2

Let A= (4 3

). We consider the system of equations:

A()=20)
y y
First remark that the system is equivalent to /

= B b~% s |

(#) (Ma—A) (;) —0, where Ab—A= <A__41 A‘_23>

We also remark that

A—-1 =2

I)\IQ—A|:’ 0

3‘ = (A+1)(\—5)

A=~ § o -+l ’Ei%ﬁf\w&u&°3 A
,

Example (2)

<

Incase \# —1,5(#) < (x) =0

In case \ = —1

_2 _2 X -
(#)c><(4 = (y>:0@x+y=0
" — — %X~y = O

—_—

_Q_")L'~Q_\—§_‘: D)

We'put y =t to get the solution

() =) =)

X -
A= =03
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Example (3)

In case A\ =5
4 =2\ [x =
B (Y 7)) =gm 2y

W%/ =t to get the solution
()= (a) =)
/" = =t

/
/
/

—

> a bl
ACHY 5‘(”
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Diagonalization (1)

The matrix P is regular since

-1 1
[P|_{1 2}_—37&0
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Diagonalization (2)

)

~ -
We multiply P~! from the left tOget/—~ =P P ( o §
- ~{ 9
P=1AP = (‘01 g) L. (o

This process is called a diagonalization of A. To see how it dows
mean, we introduce the coordinate transform given by

(;) =¢P1 +np2 = (P1 P2) <§]> =P (f})

Nobuyuki TOSE Eigenvalue Problems

i

Diagonalization (3)

o A=
In this situation the map

()-40) = Uoas
)\ goet 3y
can be clarified by using the coordinate transform as follows.
! /
() =7C)
()
y
~ 5
_ p-1 €Y (-1 O} f&y - (
- ()=(0 5 = (sa
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