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We are given three 3-dimensional column vectors

a] bl (3§
a= dn s b= b2 y c= (2]
a3 bs c3
and a 3 x 3 matrix
A=(3b7)

We define the determinant of A by

dl b1 G
det(A) = |A| = a by o
a3 b3

b, o by 1 G

- by g 2| by T by o
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We expand the three determinants of 2 x 2 matrices to get

|A| = 21b2C3 — 21b3C2 — 32b1C3 + 22b3C1 + 33b1C2 — a3b2c1

The signs in the head of a;b;c, are determined by the following
rule.

§ 1 ((i,j, k) has positive orientation)
(i k) =9 "y (4 e
1 ((i,J, k) has negative orientation)

ANVAY

u+2

Positive Orientation ~ Negative Orientation
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det(A)= Y e(ijk)-aibjc (1)

i), j7k kA
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b . b2 () bl
2 | &2 = a B —az b
3 G 3
b3 [ c3
da @
= —b + by
a3 G3
= m dn b2 — di
' a3 bs 2| a3
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[s b (51a+32§)| —sl3ba
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C, o,
|
F : R® = R is defined by

The basic Property | is based on the following theorem.

F(X) = bix1 + byxo + bsxs
Then we have

oy oo

/ Flad + oB) = aF(@) + aF(B)
= €»1 CQ( °L"t CL%\ 3 T %Z.( Q‘dlfCQGmB

T %y CC ol5+ Q?-G’ >
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To prove this, develop the RHS:

1\ a2 a3
by | by b3|=--- R, Gy

Sib+$2q =s1iplt+51q
o . .

LHS = |'a *(s1p + 52q) ‘c]
= |'a s1'p + s2'q “c]

= s1/'a 'p fc| + s2|*a 'q ‘c| = RHS

- loX| al
= 91 { “’) [ ‘QS()' CH }
a

a
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Adding a multiple of a row to anothe

a a

ua+bl = 1bl
c c
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023 149 1 4 9
2 4 6|=—2 4 6/=—{0 —4 —12
149 023 0 2 3
4 —12 13

[ 3k

(=% =i1) ={=%) Cr3)
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We study the following system of equations:

ax+biy+caz = m
X+ by +cz = a
ax+bsy+cz = a3
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e_,'\l Q l? X
o -4 -l%
4(3—6) = —12



To elimeinate z, we consider (1) x ¢ — (2) X c1:

a1oxX + b1y + oz = 1Co (1) x
-) ac1x + by + c1cz = pCy - (2)x
a bl 1 Q1
- X = (1
b,}, 2 | _y b, o ~b| 2 @ ()
3 5
We also consider (1) x ¢3 —(3) x ¢1 and (2) x ¢35 — (3) x cpto get
b
a C 1, & 2Oll G
* bi a3 G ad by o ly: a3 C3 () = ([U)xe=(3)xa
d @ b ! X2 O
Sh.| & o X+‘ b2 cz ‘y: a3 3 (D)= (@xe=(@)xa
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We are given a set of @ulti-variate data:

We introduce a model
z=ax+by+c

and try to fit it to the given data. In this situation x and y are
called the explanetary variables and z the objective variable.
We define a new variable

e=z—(ax+ by + )
Then the given data entails the data for the variable e:
gg=z—(ax;+byyj+c) (j=1,...,n)
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The variable ¢ is considered the errors of the data based on the
model. We set up the coefficients a, b and ¢ so that

@ (i)e=0

e (ii) V(e) is minimized.

Remark that the condition (i) is equivalent to

=z—(ax+by+c)=0

m)

We look into the condition (ii) by introducing a vector

m|

g1 —

3]
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We have

%(EJ E)—%{(zj axj — by; — c) — (z — ax — by — c)}-
= SHlg=2)=a =R =b =y =7) (=1

with
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) anx2matrixand ¢ € R™. If

0 (for any (;) €R2> a



We apply the result in the last slide and find that

F\
:(tm‘t 5 — CW/E)
=5 = s
cq Cy ey

! ~ a
vee) = Il = |z (3)
taken the minimum value when TP [e= N L ™A
- v\‘ \ LS
‘DD <Z) — D7 teg—
o ~
] *® e
namely (‘ e \315 Cx Y )
(e i) ()= (<)
= = —~\
ny V(Y) b Cyz = ( t ‘:)2\ x\ g = ,;: .a
The matrix = s
Vo= (V(X) ny) " b'd\i«\ t%‘ ;‘
G VIy)
is called the variance matrix of x and y.
x - o= B
T c — ;4 - “')“H ('x'/.a>
' s ;
" Qi



