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Bivariate Data

We are given a set of bivariate data:

x y

x1 y1
...

...
xn yn

In this situation, first consider the arithmetic mean of x and y :

x̄ =
1

n

n∑
i=1

xi , ȳ =
1

n

n∑
i=1

yi

Next consider the variance of x and y

V (x) =
1

n

n∑
i=1

(xi − x̄)2, V (y) =
1

n

n∑
i=1

(yi − ȳ)2
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Bivariate Data (2)

We also consider the covariance of x and y

Cxy =
1

n

n∑
i=1

(xi − x̄)(yi − ȳ)

Now we associate two vectors to the data:

~x =
1√
n

x1 − x̄
...

xn − x̄

 , ~y =
1√
n

y1 − ȳ
...

yn − ȳ


to express the variance and the covariance by

V (x) = ||~x ||2, V (y) = ||~y ||2, Cxy = (~x , ~y)

Moreover the correlation coefficient of x and y is expressed by

ρxy :=
Cxy√

V (x)
√

V (y)
=

(~x , ~y)

||~x || · ||~y ||
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Bivariate Data (3)—Cauchy-Schwartz inequality

Recall the Cauchy-Schwartz inequality:

|(~a,~b)| ≤ ||~a|| · ||~b|| (~a,~b ∈ Rn)

It follows that
−1 ≤ ρxy ≤ 1

We introduce a model to figure out what happens when ρxy → ±1.

y = ax + b

We try to fit the model to the given data in the following way.
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Bivariate Data (4)—Regression LIne

First introduce a variable

ε = y − (ax + b), namely εj = yj − (axj + b) (j = 1, . . . , n)

The variable ε means the error of the data based on the model and
we set up the coefficients a and b so that

(i) ε = 0,

(ii) V (ε) is minimized.
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Bivariate Data (5)—Regression Line

The condition (i) is equivalent to

ε = ȳ − ax̄ − b = 0

To look into the condition (ii), we introduce a vector ~ε by

~ε =
1√
n

ε1 − ε...
εn − ε


Moreover we have

εj − ε = (yj − axj − b)− (ȳ − ax̄ − b) = (yj − ȳ)− a(xj − x̄)

Then it follows that
~ε = ~y − a~x
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Bivariate Data (6)—Regression Line

Now we can minimize V (ε) by

V (ε) = ||~y − a~x ||2

= ||~y ||2 − 2a(~x , ~y) + a2||~x ||2

= ||~x ||2
(
a− (~x , ~y)

||~x ||2

)2

+ ||~y ||2 − (~x , ~y)2

||~x ||2

≥ ||~y ||2 − (~x , ~y)2

||~x ||2

The equality holds at the end of the line when

a =
(~x , ~y)

||~x ||2
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Bivariate Data (7)—Regression Line

Regression line

The line y = ax + b is called the regression line when

a =
(~x , ~y)

||~x ||2
=

Cxy

V (x)
, b = ȳ − ax̄

In the case of regression line we have

V (ε) = ||~y ||2
(

1− (~x , ~y)2

||~y ||2 · ||~x ||2

)
= V (y)

(
1− ρ2xy

)
Moreover since ε = 0, we have

V (ε) =
1

n

n∑
i=1

ε2i
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Bivariate Data (7)—Regression Line

The sum 1
n

∑n
i=1 ε

2
i is called the residual squre and it approaches

to 0 when ρxy → ±1
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Multi-variate Data (1)

We are given a set of multi-variate data:

x y z

x1 y1 z1
...

...
...

xn yn zn

We introduce a model

z = ax + by + c

and try to fit it to the given data. In this situation x and y are
called the explanetary variables and z the objective variable.
We define a new variable

ε = z − (ax + by + c)

Then the given data entails the data for the variable ε:

εj = zj − (axj + byj + c) (j = 1, . . . , n)
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Multi-variate Data (2)

The variable ε is considered the errors of the data based on the
model. We set up the coefficients a, b and c so that

(i) ε = 0

(ii) V (ε) is minimized.

Remark that the condition (i) is equivalent to

ε = z̄ − (ax̄ + bȳ + c) = 0

We look into the condition (ii) by introducing a vector

~ε =
1√
n

ε1 − ε...
εn − ε


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Multi-variate Data (3)

We have

1√
n

(εj − ε) =
1√
n
{(zj − axj − byj − c)− (z̄ − ax̄ − bȳ − c)}

=
1√
n

(zj − z̄)− a · 1√
n

(xj − x̄)− b · 1√
n

(yj − ȳ) (j = 1, . . . , n)

which gives

~ε = ~z − a~x − b~y = ~z − D

(
a
b

)
with

D = (~x ~y)
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The method of minimum square

Theorem

Let A = (~p ~q) a n × 2 matrix and ~c ∈ Rn. If(
~c − A

(
x0
y0

)
,A

(
x
y

))
= 0

(
for any

(
x
y

)
∈ R2

)
(1)

then∥∥∥∥~c − A

(
x
y

)∥∥∥∥2 ≥ ∥∥∥∥~c − A

(
x0
y0

)∥∥∥∥2 (
for any

(
x
y

)
∈ R2

)
(2)

Moreover the condition (1) is equivalent to

tAA

(
x0
y0

)
= tA~c (3)
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Multi-variate data (4)

We apply the result in the last slide and find that

V (ε) = ||~ε||2 =

∥∥∥∥~z − D

(
a
b

)∥∥∥∥2
taken the minimum value when

tDD

(
a
b

)
= tD~z

namely (
V (x) Cxy

Cyx V (y)

)(
a
b

)
=

(
Cxz

Cyz

)
The matrix

V =

(
V (x) Cxy

Cyx V (y)

)
is called the variance matrix of x and y .
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