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X Y 2w

12 -3 0 mi210 o
A=2 4 —2 2 —>--~—>B: @D o
36 -4 3 0 @)

@ JP a regular squre matrix of size 3 satisfying PA = B.
@ PA=B & P3; = by, P3, = by, P33 =bs, P3; =bs
@ Since P is regular, it follows that
a1 = P_lgl, 3 = P_IE2, 3z = P_153, a4 = P_154
Accordingly we have the equivalence Pe

—9
€131 + € + 333 + ¢c4as = 0 < by + by + c3bs + c4by =0
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ll

-y — e
== 24, —Q, t 085+t OQ

@ 41,3y, a3, a4 are linearly dependent. In fact
= = _, = o
231 -3 =0 ©2b—b=0 e, o)#« C3<l £
0 d
“(

@ 31, as, a4 are linearly independent. In fact & é
L ¢( o >
€131 + €333 + c4a; = 0 by + c3bs + ¢c4by =0 I
o]
< | :6<:>C1:C3:C4:0
4
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x 2y -3z =0 x
2x 44y —2z +2w =0 < AlY | =0
3x 46y —4z 43w =0 ‘
w, ~|
P.L i j P
x 42y =0 x
z =0 & B|lY| =0
w=0_ v\ /
Put y = t. Then the solution is expressed by @ ¥
x\ L 2 %
yi_|t]_ 1
z| |0 |0
w 0 0

x +2y -3z =0
Ox 44y -2z =2 & =~ Al Y | =0

3x 46y —4z =3 _21
s\ .
P ¢ ¥
x 42y =0 x
z =0 & B )z/ =0
0x +0y +0z =1 o

It follows that there exists no solution to the above system of
equations.
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Let Ae Mn(R)be ~a~ regular square matrix. Then A~ ! is regular',ﬂr
and 1 ,
-

Proof Since A is regular, we have
AAT = AT1A= 1,

This means that A™! is regular and (A‘l)_l =A.

Nobuyuki TOSE

A e Mot RY

A s l\l_-?/\.u((y\/
& 3 x € ™M, )

AY‘\’X A:Tw
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10

=1 o1 Rs — (—1) x Ry + R
00
or

= \0® R3—>(—1)XR3
0 0 ¢

= é (i) R1—>Rl—}—(—2)XR3
00 R2—>R2+(—1)XR3
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It follows from the above sequence of row elementary operations
that we have a regular P € M3(R) satisfying

P(AIL) = (BIB) i (PAIP)=(hIB) T,

[t follows that {
PA=/ and P=B C\ -
We multiply P~ from the left to PA = /s to get PTPA=P I,
A=p-l

This implies that A is regular and




1 2 3
We calculatex the inverseof A= |2 4 5
3 5 6

2 3/1 0 0
(Alk)= (|24 50 1 0
315 6/0 0 1
1 2 3|1 00
Rz — (—2)R1 -+ R2
Slo @ =-1/-2 10 e gl
0 [1) —3|=3 0 1 3 (=38R +Rs
1 2 3|1 00
— | 0 -3|1-3 0 1 Rz(—>R3
0 “1]-2 1 0
(TF3)3]1 0 0
[ ola@ls|3 o -1 /;z%(—i)xgz
olof1y2 -1 o 3= (1) xRy
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1 0

— 0 1 R1%R1+(—2)XR2
00

N (1) 2 Ri — Ri+3xRs
0 0 R2—>R2—|-(—3)XR3

Nobuyuki TOSE



Nobuyuki TOSE

November 29, 2016

Nobuyuki TOSE

In this situation, first consider the arithmetic mean of x and y:

1 1
iz;th )72;2}4
i=1 i=1

Next consider the variance of x and y

n n

Ve =23 06— %% Vi) =+ 3 (i~ 7Y

i=1 i=1
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We also consider the covariance of x and y

Gy = =i~ R~ )
i=1

Now we associate two vectors to the data:
X1 —X -y
[ 1 (7
X = —= = . = —
I AV A
Xn — X Yn—Y
to express the variance and the covariance by
(2 -2 - =
Vx)=IXII5 V) =I5 Gy =(X,5)
Moreover the correlation coefficient of x and y is expressed by
C (%.¥)

o Xy -
P VRV TR T

Nobuyuki TOSE

Recall the Cauchy-Schwartz inequality:

(. b)] <113l - [|bl| (3,b€R")

It follows that
-1< Pxy <1

We introduce a model to figure out what happens when p,, — +£1.
y=ax+b

We try to fit the model to the given data in the following way.
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’n)

First introduce a variable
=y—(ax+b), namely ¢=y;—(ax;+b) (=1,...
The variable £ means the error of the data based on the model and

e o abseved dedte
e (ii) V(e) is minimized. Ya - s Fo 7
T+ 0 /\.Q;(‘\ Q_J»/Q

OtD(d"("ef -
gelol Cent o

m

we set up the coefficients a and b so that

Nobuyuki TOSE

The condition (i) is equivalent to

m]

—
Moreover we have /—a'\

e=(y—ag—b)—(y-

Then it follows that
E=y
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e
Now we can m% = L €. 11
V(e) = |ly — ax||?
= |I¥11* — 2a(%, 7) + a*|IX[?
(

J— 2 = —=\2

. ay) =12 (X?.y)
:||x||2<a ! )+|ry|| _ %

EE EE

|
(%,7)
[1X]1?

> |71 —

The equality holds at the end of the line when

(%.¥)
[1X]12

a =
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= ny

b=y — ax

In the case of regression line we have

Vie) =ix ( ||y1|2 7 ||2>
:V(y) (1_/))2<y>

Moreover since € = 0, we have/
n

,_
l?
@

A
§L———-
=u1_

<r
1
=
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The sum %ZLI e? is called the residual squre and it approaches
to 0 when p,, — +1
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