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Abstract

We examine macroeconomic implications of sales. By focusing on the fact that
bargain hunting is time consuming, we construct a DSGE model with sales and
households’ endogenous bargain hunting. The model reveals that trend declines
in hours worked during Japan’s lost decade account for actual rises in a sales fre-
quency, rises in the fraction of bargain hunters, and a part of actual declines in
inflation rates. The real effects of monetary policy weaken, because sales prices are
frequently revised and endogenous bargain hunting enhances the strategic substi-

tutability of sales.
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1 Introduction

Two remarkable observations during the Japan’s lost decades since 1990s are a change
in firms’ price setting strategy together with a change in households’ working behaviors.
Japanese firms increase the number of sales, temporary cuts of goods prices from regular
prices, gradually but monotonically. Consequently, households purchase greater number
of goods at the sale price rather than at the regular price. During the same period, hours
worked per worker displays a secular decline partly reflecting the statutory reduction in
hours worked, jitan, and possibly a demographic change, dampening output (Hayashi
and Prescott (2002)).

In the current paper, we ask if sales conducted by firms play an important in the vari-
ations of output and inflation in the Japanse economy, in relation with the households’
time allocation decision between labor input, leisure, and searching for cheaper goods. To
this end, we investigate the source and macroeconomic implications of sales by extending
the work of Guimaraes and Sheedy (2011, hereafter GS). GS (2011) develop a DSGE
model in which the economy consists of two classes of consumers, price-insensitive cus-
tomers called “loyal customers” and price-sensitive customers called “bargain hunters.”
While a proportion of the two classes of consumers is fixed, since firms cannot tell them
apart, the firms’ best pricing strategy is then to hold periodic sales.

In contrast to GS (2011), the household in our model makes endogenous decision
about the intensity by which it responds to a relative price differentials among items.
Each household consists of an infinite number of shoppers, and it chooses a portion of
shoppers acting as loyal customers and those acting as bargain hunters. With a sizable
number of bargain hunters, the household can substitute away from a relatively expensive
brand item. Because the searching activity for a lower price reduces the time available
for labor input and leisure, however, the increases in bargain hunter comes at a cost to
the household.

We reveal that macroeconomic implications are greatly modified when considering
sales and endogenous bargain hunting. We report mainly two findings. First, Japan’s
trend declines in hours worked account for actual trend rises in sales frequency during
Japan’s lost decade, if the changes in hours worked are driven by technology or demand
shocks. In addition, our model suggests a downward (upward) trend in the fraction of

loyal customers (bargain hunters). Trend declines in hours worked contribute, in part,



to actual declines in the inflation rate.

Second, the effect of an accommodative monetary policy shock on real economic
activity is mitigated, when bargain hunting is endogenous. The shock increases hours
worked, which, in turn, increases (decreases) the fraction of loyal customers (bargain
hunters). Firms lower their sales frequency. Since sales-priced goods are sold more than
normal-priced goods in terms of quantity, those changes in households’ and firms’ actions
yield a downward pressure on aggregate demand for goods. The real effects of monetary
policy diminish. This result is also explained by intensified strategic substitutability of
sales. Suppose that all firms but firm A raise their sales frequency. As in GS (2011), it
loses an incentive for firm A to raise its sales frequency, because its decreases the marginal
revenue from sales. In our model, additional channel emerges. When all firms but firm
A raise their sales frequency, an aggregate price falls. That increases aggregate demand
for goods, and in turn, aggregate demand for labor. Households supply more labor and
lose time in bargain hunting. The fraction of loyal customers (bargain hunters) increases
(decreases). By observing this, firm A lowers its sales frequency. Such intensified strategic
substitutability of sales mitigates the real effect of monetary policy.

The following two papers suggest that hours worked and bargain hunting closely
interact. First, Aguiar and Hurst (2007) use scanner data and time diaries to examine
households’ substitution between shopping and home production. They find that older
households shop the most frequently and pay the lowest price. Second, Lach (2007)
analyzes store-level price data following the unexpected arrival of a large number of
immigrants from the former Soviet union to Israel. He finds that the immigrants have a
higher price elasticity and a lower search cost for goods than the native population.

Regarding sales models, Varian (1980) shows firms’ randomizing pricing strategy in
the presence of informed and uninformed consumers. Kehoe and Midrigan (2010) develop
a DSGE model that incorporates not just menu cost associated with regular prices but
also cost associated with deviations of sale prices from regular prices.?

The structure of this paper is as follows. Section 2 provides evidence for endogenous
bargain hunting by looking at Japan’s micro price data. Section 3 develops a model.

Section 4 presents the model’s impulse responses. Section 5 discusses Japan’s lost decade.

!See also Pashigian and Bowen (1991), Sorensen (2000), Brown and Goolsbee (2002), McKenzie and
Schargrodsky (2004), Pashigian, Peltzman, and Sun (2003).

2 Although they are not the model of sales, Benabou (1988) and Watanabe (2008) construct a model
incorporating consumer search and price setting.



Section 6 concludes this paper.

2 Evidence for Endogenous Bargain Hunting

In this section, we document various evidence to motivate and justify our modelling
strategy regarding endogenous bargain hunting. First, from a goods-demand side, we
look at Japan’s household survey on time use. We show the existence of time use hetero-
geneity in working and shopping across differing cohorts as well as its changes in the last
two decades. Second, from a goods-supply side, we look at Japan’s Point-of-Sales (POS)
data and present time-series paths of some economic variables associated with sales. We
examine changes in the sales frequency. The fraction of loyal customers (bargain hunters)
is hardly observable. So we infer its movement by calibration based on the GS (2011)

model or the calculation of a price elasticity.

2.1 Survey on time use

We begin by looking at Survey on Time Use and Leisure Activities. The survey is
conducted by the Statistical Bureau every five years. It asks around 200,000 people in
80,000 households about their daily patterns of time allocation. Questionnaire includes
time use in working and shopping. In that respect, this survey helps us examine their
relationship, which is the key to our model.

Tables 1 and 2 show summary results of households’ time use in shopping and working
(including commuting time for work and school), respectively. The sample is that of over
15 year old. Numbers in the tables indicate minutes per week. Two results are worth
highlighting. First, shopping time is longer for those who are not working than those
who are working. We also find that female spends longer shopping time than male.
Second, shopping time continued to increase from 1986 to 2006, in particular for male.
At the same time, hours worked continued to decline, although they picked up slightly
in 2006. Those results appear to provide a support for our assumption that bargain

hunting depends negatively on hours worked.



Table 1: Time Use in Shopping (minutes)

Both Male Female

Working Not working | Working Not working | Working Not working
1986 15 29 6 9 27 37
1991 17 30 9 12 30 38
1996 19 32 11 15 30 39
2001 21 32 13 18 31 39
2006 21 33 14 20 31 39

Source: Statistical Bureau, “Survey on Time Use and Leisure Activities”

Table 2: Time Use in Working (including commuting time, minutes)

Both Male Female

Working Not working | Working Not working | Working Not working
1986 383 28 493 42 371 21
1991 370 26 481 41 358 19
1996 358 22 469 35 345 17
2001 401 17 456 26 324 13
2006 412 16 470 25 335 12

Source: Statistical Bureau, “Survey on Time Use and Leisure Activities”

Figure 1 demonstrates the life cycle patterns of time use as of 2006. We see a negative
correlation between time in shopping and time in working, in particular, for male and
people up to about 75 year old. For male, hours worked peak at around 45 year old,
and at the age, time in shopping hits a bottom. After that age, hours worked decline
and time in shopping rise. Over 80 year old, time in shopping begins to drop. This
result is in line with Aguiar and Hurst (2007). When we point out that Japan’s rapid
aging population has influenced bargain hunting as well as working, readers may wonder
if bargain hunting is totally exogenous caused by the demographic reason. We do not
deny this possibility, but using a model, we consider an endogenous relationship between

bargain hunting and working.
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Figure 1: Time Use in Shopping and Working for Each Age and Sex (minutes)

Source: Statistical Bureau, “Survey on Time Use and Leisure Activities”

2.2 POS Data

Next, from a goods-supply side, we examine indicators of sales using POS data.

The POS data are compiled by Nikkei Digital Media.®> While existing literature often
uses weekly or monthly data (e.g., Bils and Klenow [2004]), this POS data are daily. The
sample period ranges from March 1, 1988 to December 1, 2007. The data are reported
from various retail shops, including GMS and supermarkets throughout Japan. The
products covered in the data are restricted to ones with a product code, known as the
JAN code. The POS contains processed foods and domestic articles, but not perishables,
services, or expensive durable goods.

For each item and each shop, amount sold and proceeds are reported daily. Each

price is calculated as a unit price with proceeds being divided by amount sold. Proceeds

3See Abe and Tonogi (2010) for the pevious study using the POS data.



exclude consumption tax. The unit price may be decimal due to the consumption tax,

time sale during a day, and several other reasons.*

2.2.1 Sales frequency

Figure 2 demonstrate the aggregate, monthly time-series movements of three variables
which are associated with sales and serve as key variables to the GS model.> They are
the ratio of a sales price markup to a normal price markup u, the ratio of quantities sold
at sales price to those at regular price x, and the frequency of sales s. Among them, this
paper’s focus is on the sales frequency s. Clearly, the sales frequency continues to rise

during Japan’s lost decade.
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Figure 2: Key Sales Variables Implied from POS Data

2.2.2 Fraction of loyal customers

We calibrate key deep parameters based on the GS model. In GS (2011), aforementioned
three variables in Figure 3 serve as targets to calibrate three key deep parameters. Cal-

ibrated deep parameters are the elasticity of substitution between product types €, the

4The revised tax law was put into effect on April 1, 2004, requiring shops to display their retail prices
including consumption tax. This revision causes discontinuity in the POS data on that period, although
the tax rate was unchanged and the POS data continued to compile proceeds excluding tax.

>For details, see Appendix A.



elasticity of substitution between brands for bargain hunters 7, and the fraction of loyal
customers .

We calibrate parameters monthly to investigate their changes. In doing so, we assume
that the economy is at steady state at every period. Admittedly, this approach lacks
justification. The following result is presented for the sake of illustration.

Figure 3 demonstrate the historical movements of the three calibrated parameters.
We find that the fraction of loyal customers A is not constant, although GS (2011) assume
its constancy. The fraction of loyal customers tends to decrease over the sample period,
partly owing to the steady increase in the sales frequency. As for other parameters, we
find that the two elasticity parameters increase. That reflects a relative increase in sales
prices to normal prices, while a relative quantity sold at sales prices to normal prices

remains almost constant.
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Figure 3: Key Sales Parameters Calibrated by the GS Model

Looking at the fraction of loyal customers more closely, it is noticeable that it moves
closely with labor market variables. In Figure 4, we plot the historical movements of
labor market indicators on a left axis and the fraction of loyal customers A on a right

axis. Two labor market indicators are (1) hours worked denoted by h and (2) hours



worked times employment divided by the population over 15 denoted by eh.’

The graph shows shrinking labor markets in the 1990s. Three forces are considered
to be present. First, Japan was faced with the so-called lost decade after the burst of the
asset price bubble in the early 1990s. That led to the prolonged recession. Second, the
statutory jitan contributed to the fall in hours worked. Jitan was gradually introduced by
the government thorough revisions of the Labor Standards Law: 1988:1Q to 1993:4Q and
1997:2Q to 1998:4Q), while the extent of jitan varied across industries and establishment
sizes.” Third, demographic changes may have contributed to the declines in hours worked
and employment, because Japan is one of the most rapidly growing aging countries.

Casual observations suggest a positive correlation between labor supply and the frac-
tion of loyal customers. The trend declines in hours worked and employment are accom-
panied by the trend decrease in the fraction of loyal customers in the 1990s. In the early
2000s, the labor market recovered slightly. Coherently, the fraction of loyal customers
picked up.
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6 Hours worked and employment are taken from Monthly Labour Survey in businesses with 30 or more
employees. Hours worked represent those per capita. The data are seasonally adjusted and expressed
as a logarithm deviation from their mean.

"Before the revision, legal work hours were 48 per week. Legal work hours were gradually reduced to
40. Hours worked exceeding this legal limit should be compensated by at least a 25-percent premium.
See Kawaguchi, Naito, and Yokoyama (2008) for the analyses on jitan and Kuroda (2010) for the
counter-argument asserting that hours worked hardly declined with demographic changes controlled.



Figure 4: Fraction of Loyal Customers and Labor Market Indicators

Source: Ministry of Health, Labour and Welfare “Monthly Labour Survey”

2.2.3 Price elasticity

The above discussion is logically inconsistent, however, because we used the GS model
in which the fraction of loyal customers is assumed to be constant with the aim of
examining the properties of the time-varying fraction of loyal customers. Without relying
on a specific model like the GS model, we thus consider evidence for changes in bargain
hunting. To this end, we look at how a price elasticity changes over time. Bargain
hunters are considered to be more price sensitive than loyal customers. Therefore, if the
fraction of loyal customers (bargain hunters) decreases (increases), the price elasticity
should rise.

Figure 5 plots the time-series movement of the price elasticity. That exhibits an up-
ward trend in its absolute term, suggesting that households become more price sensitive.
The price elasticity does not necessarily comove with the two labor market indicators,

but their trends move in the same direction.
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Figure 5: Price Elasticity and Labor Market Indicators
Source: Ministry of Health, Labour and Welfare “Monthly Labour Survey”
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To sum up, those observations support the idea that households’ bargain hunting is
endogenous, depending on their time spent in labor supply. As households are busy in
work, they save time for bargain hunting, contributing to an increase (decrease) in the

fraction of loyal customers (bargain hunters).

3 Model

Bearing the endogenous fraction of loyal customers in mind, we construct a sales model.

Our model owes its great deal to GS (2011).

3.1 Setup
Household We assume a cohort of households who has the following lifetime utility
function:
oo 1— L. 0r,
Ut) = Z()@JEt {U(CM) —Zp v (HM + quﬁ)] , (3.1)
j:

where C; is aggregate composite of differentiated consumption goods that is defined
below, H; is hours worked, and L, is the share of shoppers that are chosen to be loyal
customers in the cohort (0 < L; < 1). Z[ represents a stochastic shock to utility weight
of the labor supply, with its logarithm deviation denoted by . The share of loyal
customers [; is endogenous, with its mean \. Parameter [ is the subjective discount
factor (0 < 8 < 1), and ¢r, 6, > 0 represent the elasticity of utility from being loyal
customers. The function v(C}) is strictly increasing and strictly concave in Cy, and v(X})

is strictly increasing and convex in X;. The overall aggregator of consumption is given

by

€
e—1

C= [/A (/]Bc(r,b)’Tdb)de] : (3.2)

where ¢(7,b) is the household’s consumption of brand b € B of product type 7 € A .

GS (2011) give the example such that product types include beer and dessert and brand
includes Corona beer and Ben & Jerry’s ice cream. As in assumed in GS (2011), we set
n > €, so that bargain hunters are more willing to substitute between different brands

of a specific product type than households are to substitute between different product

types.
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We assume that the bargain hunters are agents that can freely substitute from a
relatively expensive brand b’ within a type 7 goods, and the loyal customers are agents
that cannot make such substitutions. For the loyal customers, therefore, the relative price
across T matters but relative price across b does not matter in determining expenditure
decision.

Suppose that all of shoppers are bargain hunters, then the households’ demand toward

a specific brand b in type 7 is given by

0= (358) (%) @

where p(7,b) is the price of brand b of product type 7, pg(7) is an index of prices for
all brands of product type 7, and P is the aggregate price level. C* is an aggregate

consumption spending. By contrast, when all of shoppers are loyal customers, then the

e (B0) o

Since a household consists of bargain hunters as well as loyal customers, we assume

households’ demand is given by

that the demand function for each good is given as follows.

-n —€
(ﬁf_;(?)) (pBlgT)> C* for 1 — L population

o(7,b) = o\ (3.3)
p\7, * .
< 7 > C for L population.
The household’s budget constraint is given by
PCY + By Qe Aryr] = Wil + Dy + Ay, (3.4)

where W, is the wage, D, is dividends received from firms, (); is the asset pricing kernel,
and A; is the household’s portfolio of Arrow-Debereux securities.

The endogenous L; is the most important innovation made in this paper. In choosing
the optimal L;, the household confronts trade-off. On the one hand, an increase in L;
raises one’s utility. As equation (3.1) shows, it increases time for leisure by decreasing
the time for bargain hunting. On the other hand, the increase in L, decreases the
benefit from bargain hunting. The household decreases one’s utility by selecting the

suboptimal amount of demand as is specified by the bottom of the demand function
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(3.3). This second effect is more formally illustrated by the relationship between utility-
related consumption C; and spending-related consumption C}. Appendix shows that C}

depends on not only C but also the following consumption wedge f; : ®

Ci=Fy- (%) Cy, (3.5)
and that F; < 1 and dF ;/dL; < 0. As the household makes more bargain hunting, L,
decreases and F; increases. Households enjoy higher utility from the same amount of
consumption spending C}. If the household makes bargain hunting for all goods, that
is, L; = 0, then we have f, = 1.

Additionally, Calvo-type wage stickiness is introduced as in GS (2011). Households
supply differentiated labor inputs to firms. Wages can be adjusted at a probability of

1 — ¢u.

Firms A good thing in our model is that firms’ behavior is depicted in the same way
as GS (2011). Firms in our model face the same demand function given by equation
(3.3) as those in GS (2011). It is thus optimal for firms to randomize their price across
shopping moments from a distribution with two prices. Firms set a normal high price
Py, with the frequency of 1 — s and a low sale price Ps; with the frequency of s. The
only difference from GS (2011) is that firms optimize their pricing decisions by observing
changes in the share of loyal customers L;.

As GS (2011) argue, the strategic substitutability of sales plays a crucial role in firms’
pricing. The more others have sales, the less an individual firm wants to have a sale.
Suppose that other firms always have sales. If the individual firm stops a sale and sells
its good at a normal price, its profit increases, because price-insenstive loyal customers
tend to buy the good even at the normal price. As an opposite case, suppose that other
firms have no sale. Because sales attract price-sensitive bargain hunters, the individual
firm can increase its profit by having sales. Such strategic substitutability makes firms
randomize their price.

Firms adjust their normal prices with Calvo-type price stickiness. In each period,

firms have a probability of 1 — ¢, to reset their normal prices. Sales prices can be

8The utility-related consumption C' also depends on the price ratio Pz /P, but that does not influence
the household’s decision of L because the household is a price taker. Asin GS, the price index for bargain
hunters is the same for all product types that is, Pg = pg(7).

13



adjusted freely.
Wholesalers produce goods using a labor input which consists of hours worked and

the labor supply shock. Production technology is subject to a AR(1) shock &¢.

Monetary authority A monetary authority sets a nominal interest rate ¢; following

the monetary policy rule of
iv = pis1+ (1= p)oam,) + &, (3.6)

where p represents a policy inertia, ¢, represents the response to a normal price change

7V, and ! represents a shock to monetary policy.

Resource constraint A resource constraint is given by
Y, =Cf + 79, (3.7)

where Z7 is a government expenditure shock, with its logarithm deviation denoted by

9
£f.

Exogenous shocks We consider four types of shocks. They are shocks to monetary

policy, technology, government expenditure, and labor supply:

e =, (3.8)
Ef = Pai_1 + 1} (3.9)
el = poei_1 t1f (3.10)
el = pnefy + (3.11)

As for the monetary policy shock, we do not assume an inertia, because the monetary

policy rule is persistent by construction.

3.2 Key equations

We provide key equations to the model in a log-linearized form.
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Sales pricing It is optimal for a firm j to adjust its sale price pg ;; by one-for-one with

a change in its nominal marginal cost x; + p;,

PSjt = Tt + D, (3.12)

where a real marginal cost is denoted by x;. This is the same as GS (2011).

As the share of loyal customers [; increases, firms decrease the sales frequency s;:

S§St = —

1—05 1 (1—93 A 1

©B 1—?/th_ ep 1—1 i (77—€)<1—>‘)SDB) I (3.13)

In the equation above, a term with a underline represents a new term compared from
GS (2011). Like GS (2011), an increase in the real marginal cost x; decreases the sales
frequency. Because the sales price responds by one-for-one to the marginal cost, the sales
price increases more than the normal price. That decreases relative demand for sales,

thereby decreasing the sales frequency.

Fraction of loyal customers The fraction of loyal customers [; is described by

1 —1 -1
0= (9;1 -1+ QL) Y 0 QLwt
« (6%

146 1490
- %16? — (0" = Vet = (01 = 1)ef
—\1 jva%lB 0= ”ﬁ " 051%@) "
et =0 {5 (o gt )
+ ngSNpSN,t + nT_lft. (3.14)

Two things are worth noting. First, the fraction of loyal customers /; increases with
hours worked h,, which depends positively on aggregate demand 7;.° As hours worked
lengthen, the disutility from bargain hunting increases.

Second, the fraction of loyal customers [; increases with the consumption wedge f;.

An increase in the consumption wedge means an increase in utility from a given amount

9See also equation (C.102)
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of consumption spending. As the wedge increases, the benefit from bargain hunting
diminishes, raising the fraction of loyal customers. The consumption wedge increases
with pgn ¢, which increases with the ratio of sales prices to normal prices: p = Pg;/Py;
and decreases with the sales frequency s;. In other words, as sales prices increase to
converge to normal prices or sales become less frequent, prices become homogenous and

the consumption wedge increases.

Phillips curve with sales The Phillips curve with sales is given by

Ty = 5Et7Tt+1

1
1y {nxt +p(Axy — BE A4y )+RAL + A(AL — BEtAlHl)} . (3.15)

Compared with the standard New-Keynesian Phillips curve, the equation has two new
terms. First, as in GS (2011), changes in the real marginal cost, Ax;, influence the
inflation rate m;. This is because the overall price changes through flexible sales prices as
well as persistent normal prices. Second, unlike GS (2011), the share of loyal customers
l; influences the inflation rate. As the share of loyal customers increases, the overall price
increases. That results from the shift of demand for normal goods on a household side
and a decrease in sales frequency on a firm side.

The real marginal cost x; is described by

1 gl
= —Bl,). 1
"= gt Ty (B 1

As in the standard New-Kayensian model, the real marginal cost increases with both
the real wage w; and aggregate demand 1;. Furthermore, it decreases with the fraction
of loyal customers [;. Its mechanism runs as follows. When the share of loyal customers
increases, demand for goods sold at the normal price increases and demand for goods sold
at the sales price decreases. Such a shift of demand is amplified by a decrease in firms’
sales frequency in response to the increase in the share of loyal customers. Since sales
goods are generally sold more than normal goods in terms of quantity, total demand for
the goods falls. That diminishes the supply of the goods, and in turn, the real marginal
cost.

Moreover, the increase in the fraction of loyal customers functions to decrease the

real wage for both labor demand and supply reasons, decreasing the real marginal cost
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further. The wage Phillips curve is given by

Twit = 57TW,t+1
(1_¢w)(1_5¢w> 1
Pu 1+ ge;:

16" 5 07
o1 = Th (1 Zh
(C +1+75 a)yt < +1+75a>wt

O

+

e — (0, — D)ep — 6, 'ef

1 6* . A
- <1+75?B+9h broL A)H) b

+O7 - 1) {ft —€ <xt + mlt) H . (3.17)

On the labor demand side, for the same reason above, total demand for the goods falls,

which decreases labor demand, and in turn, the real wage. On the labor supply side,
the fraction of loyal customers increases (decreases) to offset an increase (decrease) in
hours worked. Thus, for a given level of hours worked, the degree of real wage increases

(decreases) declines.

4 Impulse Response Functions

We simulate impulse response functions (IRFs) of economic variables to four types of
shock. The first shock is an accommodative shock to the monetary policy rule. The
second shock is a positive shock to wholesalers’ production technology. The third shock
is a government spending shock as a demand shock. The fourth shock is a labor supply
shock.

4.1 Calibration

Most of the calibration of our model parameters is based on GS (2011). For monetary
policy rule, we introduce an interest rate monetary policy rule, setting p = 0.8 and
¢= = 1.5, while central bank in GS (2011) adopts money growth rate rule. In addition,
we use parameters associated with sales so that they are consistent with Japan’s POS
data. The detailed settings are shown in Table 3 below. As for the parameters associated

with the fraction of loyal customers ¢ and 67, we target a steady state level of the
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fraction of loyal customers to calibrate ¢, given 6.

Table 3a: Model Parameters

Parameters

6] Discount factor 0.9975

0. Elasticity of consumption 0.333

0n Elasticity of labor supply 0.7

« Elasticity of output to hours | 0.667
Elasticity of marginal cost 0.5

S Elasticity bw diff labor 20

op Calvo price stickiness 0.889

Ow Calvo wage stickiness 0.889

p Mon pol rule inertia 0.8

O Mon pol rule on inflation 1.5

Table 3b: Persistency of Exogenous Shocks

Parameters
Pa Technology Shock 0.85
Py Government Expenditure Shock | 0.85
Ph Preference of Labor Supply shock | 0.85
Table 3c: Parameters related to Sales
Target variables
! Price ratio of sales to normal 0.883
X Quantity ratio of sales to normal | 2.657
s Sales frequency 0.276
Parameters
€ Elasticity bw product types 4.586
n Elasticity bw brands 26.820
A Fraction of loyal customers 0.833
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Target variable
A Fraction of loyal customers | 0.901
Parameter
Utility weight 1.6e-4 6, =100
B on loyal customers 5.3e-3 0L =3

4.2 Comparison between the standard New-Keynesian model

and the GS model

To understand GS’s results, we begin with presenting IRFs in the GS model, in com-
parison with those in the standard New-Keynesian model. By the GS model, we mean
the model discussed above without endogenous developments in the fraction of loyal
customers. The standard New-Keynesian model corresponds to the GS model without
sales.

Figure 6 presents the IRF's of three economic variables: aggregate demand, inflation
rates excluding sales (normal price changes), and nominal interest rates. The horizontal
axis indicates time up to eight quarters after a shock. Top and bottom panels demon-
strate IRF's to the accommodative monetary policy shock and the positive technology
shock, respectively. Dashed and solid lines indicate IRF's in the GS model and in the
standard New-Keynesian model, respectively.

The top left panel shows that, as GS (2011) argue, the real effect of monetary policy
in the model with sales remains large, which is close to that in the model without sales.
Similarly, the bottom left panel shows that the real effect of the technology shock hardly
changes by the incorporation of sales. Whether a price index includes sales or not,
inflation rates become more volatile in the model with sales than in the model without
sales. In the model with sales, sales prices keep a constant markup on marginal cost
by flexible adjustments. That makes the aggregate price index move more flexibly than
the model without sales. Since normal prices are reset with the consideration of the
aggregate price index, they become more volatile in the model with sales than in the
model without sales. Nevertheless, as GS argue, real effects are similar between the two

models, owing to sales being strategic substitutes.

19



Monetary policy shock

2 Demand Y 0.05 Inflation (excl sales) o _Nominal interest rate i,
sl — =GS model 004 | 02
' 0.4
Standard model 003 |
1t -0.6 f
0.02 | -0.8 r
05 0.01 - 1
0 0 1.2
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
Technology shock
0.01 Demand Y dnflation‘(ex‘cl sales) pi_ N
e ———
0.008 - /V//\ -0.0005 |- -0.0005 r
-0.001 f
0.006 -0.001 |
0.004 — 7 GS model 0.0015 | el
A Standard model - - 0002 1
0.002 | andard mode -0.002 | == 00025 |
— —
0 I I I I I I I -0.0025 -0.003
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8

Figure 6: IRFs under the GS Model and standard model

4.3 Effects of endogenous bargain hunting

Now, we simulate IRFs in the model with endogenous developments in the fraction of
loyal customers, in comparison with those in the GS model. We plot the IRFs of nine
economic variables. In the figures below, dotted lines indicate IRFs in the GS model.
Thick and thin solid lines both indicate IRFs in the model with endogenous developments
in the fraction of loyal customers, with differing elasticity parameter values #;, =3 and

100. A lower 6, implies a higher elasticity of the fraction of loyal customers.

4.3.1 Monetary policy shock

Our simulation results reveal that sales can alter macroeconomic implications greatly.
Figure 7 presents IRFs to the accommodative monetary policy shock. The effect of mon-
etary policy on demand diminishes, in particular, when 6, is as low as 3. The mechanism
runs as follows. In response to the monetary policy shock associated with lowering the
nominal interest rate, aggregate demand increases. That raises hours worked. Since
households spend more time in works, their disutility from bargain hunting increases.

With 60, as low as 3, the fraction of loyal customers (bargain hunters) increases (de-
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creases) in a relatively elastic manner. In viewing this, firms lower their sales frequency.
Since sales-priced goods are sold more than normal-priced goods in terms of quantity,
the decrease in the sales frequency mitigates the increase in aggregate demand.

The attenuated real effect of monetary policy is also explained by intensified strategic
substitutability of sales. Suppose that all firms but firm A raise their sales frequency.
As in GS (2011), it loses an incentive for firm A to raise its sales frequency, because its
decreases the marginal revenue from sales. In our model, additional channel emerges.
When all firms but firm A raise their sales frequency, an aggregate price falls. That
increases aggregate demand for goods, and in turn, aggregate demand for labor. House-
holds supply more labor and lose time in bargain hunting. The fraction of loyal customers
(bargain hunters) increases (decreases). By observing this, firm A lowers its sales fre-
quency. Such intensified strategic substitutability of sales mitigates the real effect of
monetary policy.

Inflation rates excluding sales (normal price changes) also move very differently in
this model, compared with the GS model. In response to the accommodative monetary
policy shock, inflation rates excluding sales increase far less in the model than in the
GS model. As we explained in the previous section, the increase in the fraction of loyal
customers functions to decrease the real wage and the real marginal cost. Although the
increase in hours worked yields an upward pressure on the real marginal cost, the effect
of the increase in the fraction of loyal customers functions dominates, when 6, as low as
3. In contrast, the model yields greater increases in inflation rates including sales than
the GS model. This is because the aggregate price index increases with both the fraction
of loyal customers and the sales frequency.

When 6}, is as high as 100, IRFs resemble to those in the GS model. The fraction of
loyal customers moves rigidly. That makes the model similar to the GS model in which

the fraction of loyal customers as in GS (2011) is kept constant.
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Figure 7: IRFs to an Accommodative Monetary Policy Shock

4.3.2 Technology shock

When the positive technology shock hits the economy, our model yields greater effects on
aggregate demand and inflation than the GS model. In this type of sticky price model,
the positive technology shock tends to decrease hours worked. That decreases (increases)
the fraction of loyal customers (bargain hunters). Firms react to the shock by increasing
their sales frequency. Because sales-priced goods are sold by a large amount, the increase
in aggregate demand is magnified. The aggregate price falls, owing to the decrease in
the fraction of loyal customers and the increase in the sales frequency. In contrast, the
normal price increases. That results from increases in real wage and the real marginal
cost, due to the decrease in the fraction of loyal customers. Although the graph plots
only up to eight quarters after the shock, inflation excluding sales stays negative in the

medium term in all of the models.
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Figure 8: IRFs to

23

a Positive Technology Shock




4.3.3 Government expenditure shock

Economic responses to the positive government expenditure shock resemble to those to

the accommodative monetary policy shock.
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Figure 9: IRFs to a Positive Government Expenditure Shock

4.3.4 Labor supply shock

Finally, we simulate IRFs to a shock to labor supply. This shock is formulated, be-
ing motivated by Hayashi and Prescott (2002). In analyzing Japan’s lost decade and

incorporating the effects of jitan, they introduce the following utility function:

H,
log C; — 044—6Et,

where H; and E; represent workweek length (hours) and the fraction of household mem-
bers who work. Both H; and FE; contribute to production. For 1990 to 1992, they take
H; as exogenous. In our model, as we showed in equation (3.1), we replace the exoge-

nous H,/40 for the labor supply shock Z! and the endogenous E; for labor supply H,
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with v (Ht + ¢, ((lli]—j\t)):;> . Both Z!" and H; contribute to production. Note that, in our
simulation, the elasticity of labor supply is 0.7, less than one. In Hayashi and Prescott
(2002), it equals one.

Figure 10 demonstrates that, when a shock increases labor supply, labor input and
the fraction of loyal customers move in the opposite direction, unlike when the above
other types of shocks hit the economy. This is because the positive shock e decreases h,
although total labor input (h; + /) increases. The decrease in h; functions to lower the
fraction of loyal customers, while the positive labor supply shock itself functions to raise
the disutility of bargain hunting and thereby the fraction of loyal customers. With the
elasticity of labor supply below one, the former effect dominates the latter; the fraction of

loyal customers decreases. Although we do not show here, the fraction of loyal customers

increases (unchanges), when the elasticity of labor supply exceeds (equals) one.
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Figure 10: IRFs to a Labor Supply Shock
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5 What Happened during Japan’s Lost Decade

As we see in Figure 2, the sales frequency s continues to rise during Japan’s lost decade.
In the current section, based on our model, we argue that the working mechanism behind
this observation may be attributed to the decline in hours worked. We then discuss the

implications to the macroeconomy.

5.1 Explanation for methodology

In doing simulation, we start with boldly assuming that only the technology shock drives
the economy. We obtain the time-series path of the technology shock that accounts for
actual hours worked in Japan. Although we do not fully claim the validity of this
assumption, we point out the following reasons. First, it is a natural step to regard
the technology shock as a chief driving force of the economy, alongside the literature of
RBC. In addition, Hayashi and Prescott (2002) argue that the slowdown of the TFP
contributes to Japan’s lost decade. Second, when jitan shortened the workweek length,
labor hoarding may have decreased. Resulting enhanced labor efficiency is regarded as
a positive technology shock.

We fix sales parameters calibrated for Japan’s POS data and estimate the persistence
of the technology shock only. Our sample ranges from 1981Q1 to 2008Q4. After obtaining
the time-series path of the technology shock, we calculate the time-series paths of the
sales frequency, the fraction of loyal customers, the inflation rate, and the sales markup.
We use two models: the GS model and our model with endogenous developments in
the fraction of loyal customers characterized by 6, = 3, which is chosen to fit data.
For simplicity, we neglect the zero lower bound on the nominal interest rate, which

constrained the effectiveness of monetary policy during Japan’s lost decade.

5.2 Simulation results

Figure 11 illustrates that our model explains the movement of the sales frequency very
well. It plots the model-based and actual sales frequency. In terms of the direction of
its trend and the size of its changes, the model-based sales frequency moves very closely
to actual one. Both series show steady increases in the sales frequency in the 1990s and

2000s. In the 1980s, when the actual data are missing, our model suggests a stable sales
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frequency. In comparison, the GS model predicts much attenuated changes in the sales

frequency, which in the graph is almost flat.
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Figure 11: Model and Actual Sales Frequency

Our model demonstrates unobservable changes in the fraction of loyal customers.
Figure 12 shows this. Our model predicts that the fraction of loyal customers stays
almost constant in the 1980s. In Japan’s so-called lost decade, the 1990s and 2000s,
it exhibits a downward trend. Put differently, the fraction of bargain hunters increases
during that period. Obviously, in the GS model, it remains constant. To check whether
the fraction of loyal customers actually decreased, we plot the time series of the price
elasticity calculated from the POS data and the time use in shopping obtained from the
survey data. Their scales are adjusted to compare three series in one graph. The price
elasticity increased in its absolute term. That indirectly supports a decrease in loyal
customers, because the price elasticity of loyal customers is considered to be lower than

that of bargain hunters.
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Figure 12: Model and Proxy Fraction of Loyal Customers

Next, we turn to inflation. Figure 13 shows simulation results with actual price
changed measured by CPI and POS in an annual basis in percent. Using the technology
shock obtained by the above method, we simulate the time-series path of inflation rate.
The model-based inflation rate excludes sales, so that it corresponds to the official CPI.
Our model predicts much attenuated fluctuations in inflation rates, compared with data.
Our model has almost no advantage over the GS model. In terms of the trend, our model
as well as the GS model generates the decline in the 1990s and 2000s, which is consistent
with the data.
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The difference between the aggregate price index and the normal price is demon-
strated in Figure 14. The aggregate price index includes sales prices. The normal price
index is the one which corresponds to CPI. The aggregate price index was mostly neg-
ative during the lost decade, which implies that CPI underestimates the deflation. The
GS model yields an attenuated difference between the two price indexes. This is be-
cause the sales frequency hardly changes in the GS model. Those model-generated series

do not match the actual series obtained from the POS, although they are not directly

Figure 13:

Model and Actual Inflation Rate

comparable because weights between sales and normal goods are different.
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Figure 14: Model and Actual Inflation Rate Difference between Aggregated and

Normal Price Indexes

Figure 15 shows the time-series path of the markup ratio of sales prices to normal

prices. The performance of our model is as poor as the GS model.
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Figure 15: Model and Actual Markup Ratio
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In sum, those simulation results suggest that our model improves the GS model in
explaining the extensive margin of sales (sales frequency) but not the intensive margin

(sales markup).

5.3 Other explanations

Although we implemented simulation by assuming that the temporary technology shock
drives the economy, this assumption is not necessarily guaranteed. Other types of shocks
may be suitable to account for the actual decline in hours worked. Instead of transitory
shocks, structural changes may have shifted hours worked in their steady state.

We check robustness of our results in three ways. First, we investigate cases where
other shocks than the technology shock drive the decline in hours worked. Second, we
investigate cases where hours worked changes in their steady state. Third, we investigate
cases where an innovation in bargain hunting technology influences bargain hunting in

steady state.

5.3.1 Other stochastic shocks

We consider two other types of shocks: a government expenditure shock and a labor
supply shock. A government expenditure shock, in part, captures the idea that the
statutory decline in hours worked is subsidized by fiscal policy, influencing governmental
expenditure. The government expenditure shock is also categorized as a demand shock,
opposed to the technology shock analyzed above. If Japan’s lost decade is understood as
a situation where demand was insufficient, negative demand shocks become a candidate
for the driving force of the Japanese economy. For example, Sugo and Ueda (2008)
estimate a sticky-price DSGE model and find that an investment adjustment cost shock
was a main driving force. Bayoumi (2001) and Caballero, Hoshi, and Kashyap (2008)
emphasize a financial reason including a zombie lending as a cause of Japan’s lost decade.
Although the financial shock is not directly linked to the demand shock, the former is
considered to influence demand for investment on the firm side. A labor supply shock is
motivated by Hayashi and Prescott (2002), as we explained in the previous section.
Figure 16 shows that, if we assume that the government expenditure shock drives the
actual changes in hours worked, our model performs as good as or even better than the

previous case with the technology shock. First, as for the sales frequency, the model fits
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the best when 0 is 10. It tracks the trend rise in the sales frequency as the previous
case. Moreover, it explains its fall around 2005, as well. Second, the fraction of loyal
customers is shown to decline over the 1990s and 2000s. Third, as for the inflation rate
and the difference between the normal and aggregate price index, our model succeeds in
yielding more volatile and closer movements to the actual one than the previous case.
On the other hand, if we assume the labor supply shock drives the actual changes in
hours worked, our model predicts opposite movements. The sales frequency continues
to fall, and the fraction of loyal customers and the inflation rate continue to rise. They
are contrary to data and our aforementioned simulation results. Its reason is understood
from Figure 16. In the model, jitan is captured by a negative labor supply shock. To
compensate the decrease in hours worked, labor supply h; increases endogenously. With
the labor supply elasticity below one, the increase in h; is costly, preventing households’
bargain hunting. The fraction of loyal customers thus increases and the sales frequency
decreases. As we noted in the previous section, if we assume the unit elasticity of labor
supply, the shock has no effect on total labor input, the sales frequency, and the fraction

of loyal customers.
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Figure 16: Model and Actual Sales Frequency 2
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Figure 17: Model and Proxy Fraction of Loyal Customers 2
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Figure 18: Model and Actual Inflation Rate
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Figure 19: Model and Actual Inflation Rate Difference between Aggregated and

Normal Price Indexes 2
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Figure 20: Model and Actual Markup Ratio 2

As a bottom line, our exercise suggests that both demand and supply shocks can
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account for the rise in the sales frequency, the fall in the fraction of loyal customers,
and, in part, the fall in the inflation rate, by matching data for hours worked. The labor

supply shock, however, yields completely opposite results.

5.3.2 Steady-state changes in hours worked

An alternative approach to accounting for changes in sales behavior is to assume that
steady state has changed, instead of transitory shocks. To examine this possibility, we
examine the effects of changes in steady-state hours worked on the sales frequency and
the fraction of loyal customers. We fix parameters associated with sales, such as ¢y,
0, u, and x, assuming that steady-state hours worked change for other reasons. Other
reasons include changes in technology, monetary policy, and the household’ preference
outside the arguments in function v ().

Figure 21 shows that decreases in steady-state hours worked raise the sales frequency
and lowers the fraction of loyal customers. In the figure, the horizontal axis represents
changes in steady-state hours worked in logarithm. The scale of vertical axis is identical
with that in the top panel of Figure 21. That suggests that about five to ten percent
declines in hours worked account for the actual increase in Japan’s sales frequency. The
bottom panel shows that the declines in hours worked lead to declines in the fraction of

loyal customers.
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Figure 21: Effects of Steady-State Changes in Hours Worked

Hence, similar to transitory shocks analyzed in the previous section, steady-state
declines in hours worked also account for the rise in the sales frequency and the fall in

the fraction of loyal customers.

5.3.3 Innovation in bargain hunting technology

Another explanation may be provided for the rise in the sales frequency, by relating it
to an innovation in bargain hunting technology. Brown and Goolsbee (2002) argue that
the internet lowers search cost for customers. In our model, ¢ in equation (3.1) serves
as a candidate to capture bargain hunting technology, in that ¢ is interpreted as the
degree of disutility from bargain hunting. We calculate how the steady state values of

the sales frequency and the fraction of loyal customers respond to changes in ¢y .*°

0Tn equation (3.1), we fix A in the denominator with its benchmark value.
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Figure 22 suggests that an innovation in bargain hunting technology leads to a rise in
the sales frequency and a fall in the fraction of loyal customers. A decrease in ¢, mitigates
disutility from bargain hunting. If we interpret this as an innovation in bargain hunting
technology, then the innovation encourages more bargain hunting (a fall in A). That

increases s.
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Figure 22: Effects of a Change in Disutility from Bargain Hunting

This simulation result implies that not just a reduction in hours worked but also an
innovation in bargain hunting technology, possibly brought by the internet technology,

contributes to the actual rise in sales frequency during Japan’s lost decade.
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6 Concluding Remarks

We have examined macroeconomic implications of sales. To this end, we have constructed
a DSGE model with sales and households’ endogenous bargain hunting. The model has
revealed that trend declines in hours worked during Japan’s lost decade account for
actual rises in a sales frequency, rises in the fraction of bargain hunters, and a part
of actual declines in inflation rates. Because sales prices are frequently revised and
endogenous bargain hunting enhances the strategic substitutability of sales, the real
effects of monetary policy weaken.

Albeit indecisive, our analyses have suggested that the adverse demand shock was
a main driving force during Japan’s lost decade. The shock succeeds in explaining not
only rises in the sales frequency, but also declines in inflation rates and a difference
between the price index excluding sales and the price index including sales. The shock
is considered to reflect weak demand for fixed investment due to heavy debt burden on
firms’ and banks’ sides.

Future research needs to securitize the sources of business cycles. Moreover, fur-
ther qualitative and quantitative evidence for endogenous bargain hunting needs to be

presented.
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Appendix

A POS Data

This appendix explains how we define sales and normal (regular) prices and how we
compute elasticity and aggregated price indexes from the POS data.

We define daily time by ¢; a monthly time bin by ¢5; a sub category by c; an item
(JAN Code as a unique product identifier) by i; a store by s, a sales indicator r (r = 0
if sold at a normal price and r = 1 if sold at a sales price; a sales dummy

by I7"*; an official CPI weight in cateogy ¢ by wy; sales quantity for item ¢ in day ¢ by

c,z,s c ,5,0 c,1,8,1,

q; + q;
for item 4 on day t by ef =>.> Olqt”” cis,r

778

; price for item ¢ sold at store s on day ¢ by p,”""; and expenditure

A.1 Normal (Regular) Price

Following Eichenbaum, Jaimovich, and Rebelo (2011), we define a normal price by the
mode price in the window of about three months, that is, six weeks before and after
each date. A good is judged as sales if its price differs from its normal price. That is, a

normal price for item ¢ sold on day ¢ is defined by

mode;_go<<¢442 (pf”) (A.1)

If multiple modes exist, we select the highest value as the mode price.

A.2 Elasticity

Price elasticity is defined by
60’7;78 (qtcz s/qcz s) (A2)
In(p;™"/pi"7)
In this paper, € is estimated using least-square regression.
We calculate the Spearman’s rank correlation C between In(¢"* /¢&") and In(pi"* /pS™).

The null hypothesis is taken to be

H() : CS == O, (Ag)
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while the alternative hypothesis is taken to be
H1 : OS 7£ 0. (A4)

The probability density of the test criterion 7 Cs under the null hypothesis

(1-C2)/(n—2))
obeys the t-distribution. We estimate the elasticity e if the null hypothesis is rejected at

the 0.05 significance level.

A.3 Aggregation Procedures
A.3.1 Aggregation of the same item at different stores

The sales frequency is given by

c,i, sIc,z,s
o Sty L L (A.5)
> sy
where I;""* is defined by
0 p:,z,s Ptc,z,s
I;:,Z,S — 1 p;zs 7§ Ptc,i,s'
The inflation rate is given by
,z,s hl czs czs

Z qCZS

The magnitude of price changes becomes

c,

X T
t = ZZ (A7)
St’
Price elasticity is given by
i = 26 (A.8)

t c,i,8
> s iy

The ratio of quantities sold at the sales price is monthly and given by

i Z QC@S( czsl/z Qc,z,s,r)
t = — . A9
X SR (A.9)
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A.3.2 Aggregation of the same subcategory and different aggregated items

The sales frequency is given by

C, Z C, ’L

e D 2.6t 5t St

S¢ =
ZZ 6 2
Price elasticity is given by

i Cyt

c Zz €1, €
€ = —/——.

(X

> i€

The ratio of quantities sold at the sales price is monthly and given by

v = GEQ’XEJ
P = .
X

A.3.3 Aggregation of different subcategories

The sales frequency is given by

Zc wcsg
Zc CUC

St =

Price elasticity is given by

Zc WC€§
Zc wC .

The ratio of quantities sold at the sales price is monthly and given by

X o Z wCXtQ
to —
Z We

€ —

A.4 POS CPI
The POS CPI is defined by

¢
CPI, = Coexp( )y ;).

s=0

B Summary of the Model

Equation [A.9a] in GS becomes equation (C.83):

Ty = ﬁEtWtﬂ

_|_
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1/] {/{xt + ¢(A$t — BEtAxt-i-l) + /fAlt + A(Alt — BEtAlt—l—l)} .

(A.10)

(A.11)

(A.12)

(A.13)

(A.14)

(A.15)

(A.16)

(B.1)



Equation [A.9b] in GS becomes equation (C.97):

1 L ¥
= w
14+ ' 1470

(ye — Bly).

Tt
Equation [A.9¢| in GS becomes equation (C.107):

Twit = 57TW,t+1
(1_¢w)(1_5¢w> 1
wa 14 geh

10! 5 0t
-1, - Zh — Zh
(90 +1+75 a)yt <1+1+75 a)w

O

+

ef — (0, — Dep — 6, 'ef

16! i A
- On_ )y
<1+75 o B0 0L¢L(1—A)H> t

O

Equation [A.9d] in GS holds:

Awt = Tw, — Tt.
Equation [A.9¢| in GS becomes equation (C.101):

Y = Eyrrr — 0.(6 — Eymygr) + €] — el

#0=0){ A = (Do + Ak ) |

A monetary policy rule is described as

iy = piy1 + (1 — p)oemN + el
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The fraction of loyal customers is given by

1 -1

0= (951_1+1+75%) e 14;575%%
- e 0 e
+(901—1){ft—€(“7t+ (n_e)l(l—k)lt>}
+%pSN,t+n_1ft-

The consumption wedge is given by equations (C.99) and (C.100):

n )\PSNPSN,t — (1 — Psy)ly

ft:n—l )\PSN+<1_>\> 7

where

(15 =) {spt 7+ (1= 5)} = 5 = ) {7 + (1= 9)]
{su 5 + (1= 9) f {swrn + (1= )}
i o 4 (1= )} — 5u (L =) {5 + (1= 9)}

{sn "+ (=9} {sp1=n+ (1 - 9)}

Psnit = SS¢

+

The sales price markup is given by equation (C.85):

1
Nt—1_¢

(ZL‘t + Alt) .

The frequency of sales is given by equation (C.91):

1-605 1 . <1—93 A n 1 >l
SSp = — — .
! op 11— o 1—9  (m—e(l—Npg) "

Production input is given by equation (C.105):

1y —ow, — Bl 1
h a
h, — -
& ! 1476 « agt
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As for the normal price index, equation (C.79) gives its Phillips curve:

e = BEN 41 + (Tt + Dt — D). (B.13)

C Model Details

Households Households maximize their utility
o ( L A>9L
) =S98 oCu) - 2o (Hy + 0l EEE )| o)
where

€

n(e—=1) e—1
n—1 e(n—1)
/(/ C(T,b)”db) dT] (C.2)
A B

and Z! represents a stochastic shock to labor supply, with its logarithm deviation denoted

O —

by €. A demand function for each good is assumed to be the same as GS’s definition
[7]:

. e
(ggb) (pB(T)> C* for 1 — L population

o(r,b) = ™) r (C.3)
(7,b) :
(p 5 ) c* for L population
Substitution yields
r n(e=1) =1
n—1 e(n—1)
C= / (/ (T, b)ndb) dT]
/o \JB
[ o w1
Li(%2) " ]
a /A 1-17 p(7,b) i pa(7) w O db "
+( ) fB pB(T) P
- ! N
b7, n _
_ | (LfB (Z8) " -0 [ (5) o (C4)
(pBéT))l edT

The price index for bargain hunters, pg(7), is given by

pﬂﬂz(LMﬂW"%y%. (C.5)
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As in equation [20] in GS, given the a fraction s of all prices are at Ps and the remaining

1 — s are at Py, we obtain
_1
Py =pg(r) = (sP5 "+ (1—s)Py ") T, (C.6)

Note that the above holds true under the flexible price model and the Rotemberg-type
sticky price model, in which the normal price Py is the same across goods 7. Under the
Calvo-type sticky price model, Py differs between goods 7, so the above equation does
not hold precisely. Its log-linearization form guarantees the validity up to the first order.

Also as is shown in equation [E.6] in GS, Py needs to be defined as
Pyy=(1- %)ZU%RN,t—j, (C.7)
J:

where Ry ;_; is a new normal price set at ¢ — j.

Terms inside equation (C.4) are given by

[ (e b))l‘" b P (1= )Py
B

pa(T) Py
_1, (C.8)
_en=1 —en=1 —en—1
[ (27 a0
B pB(T) 131;677771

_ s , (C.9)

= & (C.10)
N



Equation (C.4) thus becomes

_ n(e—1)

_ S/LEFTW +(1—23s) B = Py 1 §
¢= <L(3u1’7—|—(1—3)); +{ L)> (P) ¢

n

_ 3;1617777—1—(1—3) B "71 Py -
a L(su1*’7+(1—s))%+(1 L)) (P) ¢

F- (P—]f) o (C.11)

Here a consumption wedge F is defined as

F = (LPsy + (1— L)), (C.12)
1-n
67 1 _
Poy= ST F1=9) (C.13)
(s + (1= 8))’
If p<1,e>1,n>1,and ¢/n < 1, which is often the case, we have
Poy <1, (C.14)

because f(x) = 2" is a concave increasing function, and the denominator and numerator
of PN are the weighted average of 1 and p*~"(> 1). Therefore, the consumption wedge
satisfies F < 1. That means that, because households do not optimally demand for
goods, their utility from consumption decreases. The wedge increases as L decreases:

the first differential dF /dL is given by

dr n__
= T (LPay+ (1= L) (Paw = )

_ _% (LPsy + (1 — L))77 (1 — Pgy)

<0 (C.15)

If households make bargain hunting for all goods, that is, L = 0 , then we have F = 1.
Households enjoy higher utility from consumption. However, it is accompanied with a

decrease in utility by bargain hunting.
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An aggregate price index P satisfies

= /A /B p(7,b)e(r, b)dbdr
—/A{L/Bp(r,b) (p(;’b)>_6(]*db

+(1-1L) /B p(7,b) (Z g(f)) ) B (p B]§T>>_€ C*db} dr. (C.16)

It yields
1

P:'(/ L [, p(r,b)'~db )dT]“
A (1= L) [, p(r,b) db (ps(7))"

1

- | /A (L /B p(7,b)' b+ (1= L) Py " pg—e) dT} o

— [L{sPs'" + (1 - )Py} + (1 - L)Py ] 7.

(C.17)

Thus, in equation (C.11), we have

(%) - =
P (L{sPs'~ + (1 — )Pk} + (1 — L) Py ) T~

L{sPs'™ + (1 — 8) Py} + (1 — L)Pgﬁ)fe
Py

€

16—1— 1—5]31‘E o
S I -1
(sPg™"+ (1—s)Py ")

€

(1—ys) St
— (L 4 (1- L)) . (C.18)
( =

That is larger than one and decreases as L decreases. As the share of bargain hunting

(1— L) increases, the weight of bargain price index Pp increases, and the aggregate price
index P decreases. Thus, the relative bargain price to the aggregate price increases, which
decreases demand for bargain goods and increases demand for normal goods. Because

bargain goods are sold more than normal goods, total demand decreases.
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Households’ budget constraint is
POY + E|QuirpAri] = WiHy + Dy + Ay (C.19)

Each household optimizes ones behavior given Pg/P. The first-order conditions are writ-

ten as follows: with respect to C,

vo(Cri1) P Feyr (Ppayi/Ppe\ "
BE : : =F
“| ve(C) P £y P/ Py ¢ [Qeene]
1
1+4; (C-20)
with respect to H,
(1—L) .
ZUH(Ht+¢L(1 A)"L) —%F Pp.\ "¢ ©21)
'UC(Ct) N Pt Pt ’ ’
and with respect to L,
1 Lt) L
eqb<1—L)9”Z“H(Ht+¢“m)_ Crdf (C.22)
BV ve(CY) T FdL |
The last equation is rearranged as
et (ot
O N AR
_Gn gp 1 — L))7 (1P
—th( tPsny+ (1 — L))" (1 — Psny)
_1
_ "~ (LePsnyg + (1 — L)) (1 — Psny)
= A —
n—1 (LPsny + (1= Ly))i
n 1 — Psny
= C C.23
n— 1 tLtPSNt+(1—Lt) ( )
Resource constraint A resource constraint is given by
Y, =Cr + 77 (C.24)
C
P )



where Z7 is a government expenditure shock, with its logarithm deviation denoted by

ef. Tt is log-linearized as

=y —¢& +fi—ePpr—m)- (C.26)
Monetary policy A monetary policy rule is described as

iv = pir1 + (1= p)oam, + €, (C.27)

where the inflation rate for normal prices is defined by 7y ; = py+—pn,—1 and e! indicates

a monetary policy shock.

Firms (Proof of Theorem 3 in GS) Firms’ problem is almost the same as that in
GS, because firms face the same demand function (C.3). The share of loyal customers
L is endogenous, but each firm take the L given, so this fact does not change firms’
optimization problem.

Regarding the demand function at the sale and normal prices, equation [22] in GS

becomes

Qs = (L+ (1 — L)vs)(Ps/P)"Y (C.28)
Qn = (L+ (1= L)on)(Pn/P)"Y, (C.29)

where v is the purchase multiplier defined in equation [10] in GS:
v(p; Pg) = (p/Pp)” . (C.30)

This is defined as the ratio of the amounts sold at the same price to a given measure of
bargain hunters relative to the same measure of loyal customers. By log-linearizing the

above demand functions, equations [E.la] and [E.1b] in GS become

)\(1 — Us) (1 - A)US
L= z = e(pgis— 31
qS7]7t A + (1 _ A)'US t + )\ + (1 _ )\)'USUS’J’t 6<p57]:t pt) + Yt, (C 3 )
A1 —vy) (1— Moy

- N - 39
INge = 3T TS e )\)UN'UN,j,t e(rne—j — pe) + U, (C.32)

where ry;_; is a normal price set j periods ago. Regarding the purchase multiplier v,
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equations [E.2] in GS are the same:

vs g = —(n— 6)(P5,j,t — DB,
v = —(1—€)(rni—j — PBy) (C.33)

Above four equations yield equivalent equations to [E.3a] and [E.3b] in GS:

A1 —vg) (1= MNuvs
gs,jt = Pt (1 _ )\)'US )\ i (1 — )\)US (77 6)(175,3,75 - pB,t) - G(ps,],t - pt) + Y
_ (1 — Us) l
A+ (1 — )\)’US
Ae + (1= ANnus 1— \us
ety CURNUR ) oy v TR A2 (C.34)
A1 —ww) (1— Aoy
NGt =37 =Mo"~ A+ (1= Ny (n—€)(rni—j —pBit) — €(rni—j — Pi) + Ui
_ Al —wy)
T+ (1= Moy
e+ (1 — N)non (1= Noy
A+ (1= Nox TN+ (0 — 6))\ e >\>UNPB,t + €pr + Yi. (C.35)

The optimal price markup is given by equation [17] in GS. Rewrite this as
{L(e—1)+ (1 —L)(n—1)v(p; Pg)} u(p; Pg) = Le + (1 — L)nuv(p; Pg). (C.36)

Log-linearization yields

AMe— 1)l — A(n— Dvly + (1 = N)(n — 1)y, = Aely — Anuly + (1 — X))oy,
Me—1)+(1-N@ -1 He = e+ (1= A
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el = Al + (1= Nnovy AMe = 1)l — M — Dl + (1 = X)(n — 1oy
A= Xe + (1= N)nv B Me—=1)+ (1 =XN(n—-1w
_ {Aely — Mol + (1 = Nnovg} {\(e = 1) + (1 = X\)(n — 1)v}
{de+ (1 =N {Ae—1)+(1=X)(n—1)v}
{AMe =1y — X(n— D)ol + (1 = X)(n — Dovg } {Ae + (1 = N)nv}
{Ae+ 1 =Nnu{Ae—=1)+ (1 —=N)(n—1)v}
_ le—mpMe =D+ (A =N — Yo} — {(e—1) = (n = Dvj {Ae + 1 = Mo}
e+ (1= Nt {Me—1) + (1 =N (n—1)v} !
p{Ae=1) + (L= V= 1o} =g = D Pt (= Vb
Qe+ (1 =N} {A(e—1)+ (1 —=N(n—1)v} K
_ e(1=XNn—Dv—nur(e—1)—(e=1) 1= Nnv+ (n—1)vAe
{Ae+ 1 =Nnu{Ae—1)+ (1 —=N)(n—1)v}
N A1 =X (e—=n)v
{Ae+ (1 =XNnu{A(e—=1)+ (1 =N(n—1)v}
) (1= M=o+ vAln - 9
{Ae+ (1 =XNnu{Ae—=1)+ (1 —=N)(n—1)v}
N A1 =N (e—=n)v ”
e+ (1= {Me—1) + (1 =N)(n—1)v} '
_ A — € ;
e+ 1=y {Me—1)+ (1 =N)(n—1)v}"
A1 =XN)(n—ew

Al

(%

Al

TP A M- D+ AN - Dot (C.31)
We define
T i T e R TN (C.38)
N Der (o /\)ﬂvz\v(}l {}é)f”l} . =0 Do} (C.39)
and equations [E.4a] and [E.4b] are transformed into
Msjt = —0sVsjt + i 3 0sle: (C.40)
UNjt = —ONUN,jt + ﬁ@vlt. (C.A41)

Overall demand,

Qji = 85,4Qs4t + (1 — 85) QN s,
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is log-linearized as

Qqjt = sQs(sjt + aqsji) — sQnSj+ + (1 — s)Qnqn js-

Using x = Qs/@n, we obtain equation [E.5] in GS:

(sx +1—5)q = sx(sj+aqs;ji) — sSj1 + (L — 8)qn s,

X SX (1—>s)
= ————8Si 1+ ————qsit+ ————qN.js C.42
Gt sx+1—388]’t+sx+1—sq5’j’t+sx—i—l—SQN’J’t ( )
Note we define s;; as the log deviation, while GS define it as the deviation from steady
state.

Define the weighted average of variables as in equations [E.6] and [E.7] in GS:

o0

s =(1— gbp)ZQﬁ;Sj,t,

PNt = (1—¢p)i)¢fﬂ”Nt iy 4Nt = ( )i QN_]t7
j= j=0
Ny = (1 — ¢p>§(}¢jUN,j,ta (C.43)

8

Pst = (1- %)Z% Psjty  dst = (1— ¢p) i)@%%,j,t,
=

g 1

Vst = (1— ¢p>z¢fgvsjt (C.44)

The bargain hunters’ price index Pp is log-linearized as in equation [E.8] in GS:

pBt = 0pps: + (1 — 0p)pn: — ©BSSt (C.45)
where
s
Or =
P s (L= st
1 1—pnt
— . C.46
vB n—1s+(1—s)unrt ( )

The price index for a hypothetical loyal customer Pr; is log-linearized as in equation
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[E.10] in GS:
prt =0rpss + (1 —0L)pNt — @LSSt,

where

s
s+ (1— st
1 1— pet
n—1s+(1—s)put

0y, =

YL =

The aggregate price level given by equation (C.17) is transformed into

P=[LP=+(1— L)Py] ™.

In steady state, using h = Pg/Pp, we have

PL 1—e PB 1—e
1=\ —= 1=\ —
(%) +a-n(Z)

= A (%) B +(1-X) <E%> 1_6.

(&)16_ 1
P A+ (1= NRT

B
P A (1= MR ©

The aggregate price level is log-linearized as

(1— )P p; = M1 — )P} “prs + (1= A)(1 — )Py “pp.

+ APl — APy,
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(C.48)

(C.49)

(C.50)
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A (1- M\

= ——PLt T 1= PBt

A+ (1N A+ (1- N
LA 1-7°

(T=xt(1-Nn

AR U e S

= ——= L, — B,

D N VT

A BT o1

=" 4 (1))

Equation [E.11] in GS thus becomes

lw _ _w_
pe=(1—@)pri + @pps — A (%11)\) Ls,

where
1=
w = —€e—1 )
AT (1))
IR Ry o

(s (1 = )71

596

(C.52)

(C.53)



Equation [E.12] in GS becomes

1—

pe=(1—@)prs + wpps — A <%) Ly

g

= (1 —w@)(Orpsy + (1 —0r)pne — pr5s)
+ w(0ppst + (1 — 0p)pn: — @BSSt)

1w _ @
P T—X
_ A 1=A )y

= {(1 — W)QL -+ w‘gB}pS,t
+ {(1 — w)(l — QL) —+ w(l — 03)}]91\7’15

—{(1 —@)pL + wep}ss
lw _ @
1\ X =) |
( 6—1 ) ty

pe =0ppst+ (1 —0p)pn: — ©pSs
1—w w
A 1-X
— -1 C.54
A( e—1 ) b ( )

where

Hp = (1 — ZU)QL + wGB
pp = (1 - @)L + @es. (C.55)
Regarding production, we have
Qi = 7 (21 Hy1)" (C.56)

where Z' represents a a stochastic shock to productivity, with its logarithm deviation
denoted by 2. Production input includes the labor supply shock, Z", that is introduced
in equation (C.1). Then, equations [E.13] and [E.14] in GS become

qr = O{ht + Oéf:‘? + 5?, (C57)
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Ty = VG + wy. (C.58)

Each firm’s profit maximizing problem yields equation [27] in GS:

Psjitds.gt — T"Nit—jqNjit _ . (C.59)
4sjt — 4N,jt
Equation [E.15] holds:
(X = 1) X0 = psxps,je — bnre— + (s — 1)x(ase — an.je)- (C.60)

Substituting equations (C.34) and (C.35), we obtain

Al —vs) (1—XNuvg
. I, — _ — _ o
955t = Ny (1—MNvs " A+ (1= N (1= ) (Psje = Pe) = e(Psje = Pe) + e
(1 — Us) l
/\ + (]. - )\)US
e + (1 — N)nus (1—XNvg
N ' YN T C.61
N (L= Ny Pt T 1= O T g e TP T o (C.61)
_ A1 —wy) (1—XNoy
Wit = 3T ot T a e (L= Aoy 1 N~ Pre) = €lrves = p) +
_ A1 —ww)
T+ (1= Moy

e+ (1= Nnoy (1 —MNon
e v e AU Ao e v

pBt + €pr + Yy (C.62)

(X = 1) X1 = psxPsji — UNTN -5 + (s — 1)x
{( AMl—-vs) A1 —wn) )l
A (1—=Nvs A+ (1—Nwy /)"
)\e + (1 = Mnog
( ) DSt

)\e +(1-— )T]UNT 4
+ (1= Moy
)

e (A (+1 a i)A) B (+1 i i);])szv) pB’t} |
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Xe+ (1 — )\)nvg}
St

(= DX = { s = (s = AT G

Ae + (1 = Nnoy
_ {,MN —(pus — 1)x A (1= ANow } Nit—j
(1—Aw (1 —=XNoy
e <>\ + (1 - A;US A+ (1— ,\)UN) (s = 1)xpBs
I-w 1— UN
+ (/\ + (1 —S)\)US N+ (1- )‘)UN) (s — 1)xAls. (C.63)

Note that, under flexible prices, the optimal markup for the sales price is given by

equation [17] in GS:

Le + (1 — L)nv(p; Pp)

i Pg) = ) C.64
MPPB) = e+ (L= L)(r — Dolp: Po) (€64
Its steady-state value is given by
e+ (1 — A)nus
— C.65
P = Xe—1D)+ (1 - N —1)vs (C.65)
A + (1 - )\)US
1= C.66
Hs Me—1)+ (1 =N (n—1vs ( )
so the coefficient on pg;; becomes
(s — ))\e+ (1 —XN)nus
Hs s )\+(1_/\)US X
{ B A+ (1= XNvg )\e—i-(l—)\)nvg}
B Xe—1) + (1N - Dus A+ (1— Mvs
_{ B Ae + (1 = N)nug }
U T Me— D (1 - N1 - Lus

The coefficient on ry;—; similarly becomes

Ae + (1= Nnoy
X
/\ + (]. — )\)’UN
e+ (1 — N)noy
X
A + (1 - )\)’UN

pn — (ps — 1)

= pn — (v — 1)

=0.
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The coefficient on pp; becomes

(I =X (1= Noy
(n=e) <>\+ (1- A}Zs T+ (- )\)UN) (s = 1)x

(17/\)1)5 )\4»(17)\)’05
—(n—¢ ( MH(I—Nvs Me—D+1-N)(n—T)vs X )

- o (1-N)vy A+(1-Nvn
MO Now A DN Tow

_ —€ (1 — A)”S . ( /\)UN

=09 (SN e TG )

B <)\6 + (1= Nnus = {de+ (1 = Nevs} A+ (1= Moy — {Ae+ (1 - /\)evN}>
- Me—D+(1-Nn—1us Me—1)+ (1= N(n— Doy

= psX — (s — 1)xe — pn + (uy — 1)e

= HSX — UN
:“SMN—l_MN:MS(MN—U—MN(MS—U:MN—l—(MS—l)

ps — 1 ps — 1 ps — 1
=x— 1L
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The coefficient on [, becomes

1—’(}5 1_UN
()‘+(1 —Nvs A+ (1 _)‘)'UN) (ns — 1)xA

B 1—wg )\—l-(l—)\)vg A\
TAF (- NosAe—1)+ (1 —N - s "
B 1 —oy A+ (1= XNoy \
At (1= Nox Me—1) + (1 - N — Doy
_ 1—1)5 A
Me—1) + (1— N5 — D™
1—UN A\

S AMe—D+ (1 =N(n—1)uy
__{us—n(us—l) Ms—E(us—l)}XA

(n—e)A (n—e)(1—=X)
pn —n(py —1) | pn —e(pn —1)
+{ (71— O <n—@u—x>}A

_ Jpsx—mlpy —1) | psx —e(py — 1)
- { CECI w-aa—x>}A
+{MN_77(MN_1) uzv—E(uN—l)}A

(n—e)A (n—e)(1—2X)
_ HsX B KN
S Thoa N T T
_ HsX — kBN
(-1 —N
_ o x—1
CEBIES)

Therefore, equation (C.63) is simplified as

(x — 1)Xj,t =(x— l)pB,t - mltu

1
X

gt = DBt — mlt- (C.67)

The right hand side of the equation is independent of j, so all firms have the same
marginal cost.

Equation [27] in GS suggests

Psjt = Hsjt + Xji.
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Substitution of equations (C.33) and (C.40) yields

1
Psjt = —esVsje + T osl + X

osly + X4

1 1
= 0s(n — €)ps,jr — 0s(n —¢) {Xt + == )\)lt} toosht Xy,

= o0s(n— 6)(ps,j,t — pB,t) + T

and equation [E.17] in GS holds:

(1= o5t 0) (s - X0 = {1225 - 202
0 (C.68)

We thus have
s = Xo. (C.69)

Regarding normal prices, the log-linearization of the first-order condition, equation
[26] in GS, becomes

z%) (5¢p)j Ey [TN,t — UNjt+j — Xt+j] =0, (0-70)
J:

which corresponds to equation [E.18] in GS. From equations (C.33) and (C.41), the

optimal markup py j++; becomes

UN,jt = —ONUNjt + mQNlt

1
= on(n —€)(rne—j —pBs) + mQNlt-
Equation (C.67) yields

1 1
pn gt = on(n—¢€) (TN,t—j — X — CEBE )\)lt> + T )\QNlt

=on(n—€) (rne—j — Xju) -
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Equation (C.70) thus becomes
{1—onv(n—e)} ZO (B6p) Ei[rne — Xeas) =0,
]:
and equation [E.19] in GS is obtained:

o0

rive = (1= B,) > (By) EXoyy.

Jj=0

Equation (C.54) and pg;+ = X; change equation [E.20] in GS as
lw _ _w_
wpss; = Oppsy + (1 —0p)pns — pe — A (%) Iy
lw =
=0p(Xe —pi) + (1= 0p)(prve — pi) — A <%) ls.
Equations (C.45), (C.67), and ps ;+ = X; change equation [E.21] in GS as

wpss; = 0ppsy+ (1 —0p)pny — PBa

1
= 0o+ (1= b = X = g5
1
=(1—-0p)(pn: — Xi) — (m—e)(1l— )\)lt.

Using equations (C.72) and (C.73), we obtain

1
{(1 —0B) (PN — Xi) — mlt} /¥B
- {epm =) + (1= 0p)(pxe —p1) = A (%) zt} for

(C.71)

(C.72)

(C.73)

= {9P<Xt —pt) + (1 - HP)(pN,t - Xy + Xy —pt) - A (Li)\> lt} /QOP

X, — 1-40 1-46
t pt { B . P} (pN’t . Xt)
¥Yp ¥B Yp




X, —p = { (1= 95)er = (1 = Or)¢s } (pns — X2) — Al

¥B
where 1
Yp > T ia
A= A —=]. C.74
1= (1~ Vs ( 1 ) (©.1)
Equation [E.22] in GS becomes
Xe = pe = (1= )Xy — pivy) — Als, (C.75)

where equation [E.23] is defined as

(1—=0p)pp — (1 —0p)pp

1—p=—
¥B
1-46 —(1-0
b=1+ ( B)er — ( P)¢B
¥B
1-6 0
_ (L=0p)ep +Oppp (C.76)
¥B
Equation (C.43) is rearranged as equation [E.24] in GS:
PN = Oppni—1 + (1= dp)rng, (C.77)
and equation (C.71) is rearranged as equation [E.25] in GS:
e = BopEirn i + (1 — Bép) X (C.78)

Multiplying the above by (1 — ¢,) and substituting it to equation (C.77) yields

PNt = (bppN,tfl + (1 - ¢p)5¢pEﬂ”N,t+1 + (1 - ¢p><1 - ﬁ%)Xtv

pN,t - ¢ppN,t71 = (1 - ¢p)5¢pEtrN,t+1 + (1 - ¢p)(1 - B¢p)Xt
= B¢y {EtPN,t+1 - ¢pPN,t} +(1 - ¢p)(1 - 6¢p)Xt-

Defining 7y + = pn: — pne—1 and adding (¢, — 1)pn: to both terms, we obtain equation
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[E.26] in GS:

Gbp(PN,t - PN,t—1) = 5¢p {EtPN,t+1 — DNt t PNt — ¢pPN,t} + (1 - ¢p)(1 - 5¢p)Xt
+ (¢p - 1)pN,t
¢p7TN,t = ﬁ¢pEt7TN,t+1 + (1 - ¢p)(1 - ﬂ¢p)Xt - (¢p - 1)<1 - ﬂ¢p)pN,t

Gping = Bp B i1 + (1 — ¢p)(1 — Bdp)(Xe — Pyt
(1 —¢p)(1 — By)
Pp

TNt = BETN 141 + (Xt — pwg), (C.79)

where we define

(1 —¢p)(1 — Byp)
Pp
Taking the first difference of equation (C.73) yields an equivalent equation of [E.27]
in GS:

K

. (C.80)

QOBSASt = (1 — 93)(Ap]\[,t — AXt) — Alt,

(n—e)(1—=X)
1— 0 1
pp KT NY (n—e)(1—Nes

The first difference of equation (C.54) becomes

sAs; = —

Al. (C.81)

= 0p(psy — Psi—1) + (1 — O0p)ny — ppsAs,

lw _ @
_)\<g> Al,.
e—1
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From pg;,; = X, it becomes

lw _ _w_
= 0pAXi 4+ (1 —0p)mn: — opsAsy — A (;) Al

= TN + GP(AXt — 7TN,t)

1— 05)pp + 0
oy LOROP 0RO L a,

¥YB
= 7TN7t + w(AXt — WN,t) + AAlt

Defining z; = X; — p;, we transform equation (C.75):

(C.82)

xp = (1 =) (@ + pe — pve) — Al
Az = (1 =) (Axy + 71 — mve) — AAL,
TNt = Tt — EA@ - WAlt.
Substituting this into equation (C.79) yields
T — %Amt — %Alt
= (BE, {ﬁtH — %Amtﬂ — %Altﬂ} + (1- (bp)d()i — %) (Xt — pe)-
From equation (C.75), it becomes
T @_ZJ%DAxt - ﬁAlt
= [BE, {WHI - %Awtﬂ — ﬁAltH}
CECSI S SY SR
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and equivalent equation to [32] in GS is obtained:

Ty = 5Et7ft+1
1

—|—1_

Lemma 4 in GS Using
Mt = Pst — PNt

equation (C.75) suggests

—

Xy —pe = ( - ¢)(Xt - PNJ) — Aly,
X —pr = (1 - w)(ps,t - pN,t) — Al
Ty = (1 — 'lp)/,l,t — Alt,

yielding an equivalent equation to [E.37] in GS:

1
L=

From equations (C.31) to (C.33), we have

Mt = (.Z't -+ Alt) .

. )\(1 — Us) i (1 — )\)’US
Bt XTI A Nos b A+ (1— Mg

. )\(1 — UN) i (1 — )\)UN
=X A= Non ' A+ (1= Vo

Using equation (C.67) and pg; = X;, we have

. )\(1 — US)
IS N (1 - Ms

=1l —ex; + y

(1 — )\)US 1

U ey s v Ul e v

67

¢ {Ii.%’t + w(Al’t - ﬁEtA]IH_l) + IiAlt + A(Alt - BEtAlt-&-l)} .

ly — exy + yy

(C.83)

(C.84)

(C.85)

{—=(m—€)(pst —pBt)} — €(Pst — Pt) + Yt

{=(n—e&)(pn: —pBt)} — €(pNne — Pe) + Ye-

(C.86)



o )\(1 — UN)
INEZ N1 = Now

—e(png — i) + Ui

. (1—XNon
A+ (1= Moy

(n—e)(1 = Aoy +efA+ (1= Non}

(1 — )\)UN
ly —

A + (1 - )\)UN
. X+ ?7(1 — )\)UN
=l + A+ (1= Ny Mt — €Tt + Yp.

Then, the quantity ratio becomes

Xt =4st — 4Nt
= —CN U4,

where
e+l = Aoy

NENTA - Now

From equation (C.85), the quantity ratio becomes

<
Xt:—liv¢(xt+z4lt)

Equation (C.73) is transformed into an equivalent equation to [E.39] in GS:

1—-10g 1
_ ~X,) - z
S5 (,DB (pN,t t) (77 N E)(]_ — /\)ng t
e 1 z
R VR I[PV
1—6; 1 1
=— x4+ Aly) — l
op 10 A T ST

165 1 1—05 A 1
e " 2

Let
Ay =y — qu.

Using equation (C.42), total output becomes

o x—1 SX (1—3)
Qt_sx+1—388t+sx—l—l—sq&t—{_sx—l—l—s

gN,t-
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e T O e

(77 - 6) (PN,t - ps,t) - E(pN,t —Pst +Pst — pt) + Ui

(pN,t - pS,t) —e(Xy —pi) + 0

(C.87)

(C.88)

(C.89)

(C.90)

(C.91)

(C.92)



Equations (C.86) and (C.87) yield

x—1 SX

% sx+1—ssst sx—{—l—s(t Ext_i_yt)
(1—2s) ex+ (1 — Ny
— 2 {] — €xy +
+sx+1—s TN+ (- Ny fie et e
x—1
- X I, —
sx+1—388t+t €Tt + Yy
1-s5 SN

Aly) .
+sx+1—sl—¢(mt+ 2

From equation (C.91), it becomes

Qt_sx~l—1—s op 1—9" o 1—¢ (n—o(l—Nps/) "

1—s5 S
+lt_€xt+yt+SX+1—81—]V¢(xt+Alt)
= y; — 0wy — Bly,
where equation [E.40] in GS becomes
_ _ 1
PR x—1 1—-6p 1 B S SN
sx+1—s ¢p 1—¢ sy+1—s1—19
1 1 (x —1)(1 —6p)
— —(1- , C.93
6+sx—|—1—51—¢( YB (1= s)ow ( )
B Y —1 <1—93 A 1 )
=-1+ +
sy +1—s e 1—¢v (n—e)(l—=Nyp

1—
B S SN A
sy +1—s1—1

=1+ L L <(X_1)(1_QB)—(1—8)§N>A

sx+1—s1—1 OB
n x—1 1
sx+1—s(n—e)(1—Nep
x—1 1
=—1+(—€¢A+ (C.94)

sx+1-sn—e(l-Nes

69



Thus, we have

A=y —q
= dx; + Bl;. (C.95)

From equation (C.58), the real marginal cost becomes

Ty = Yqr + Wy
=7y — A) +wy
= ’y(yt — 527,5 — Blt) + Wy, (C96)

and then equation [A.9b] in GS becomes

1 gl
= — Bl,). C.97
Ty 1+7(5wt+1+75(yt t) ( )
Quantity becomes
QG =y — Ay
=Y — (5[['15 — Blt

1+~0 1+70
1 ) 1
— — B
1+fy<§yt 1+’y§wt 1+~0

1
=Y —0 (—wt + L (- Blt)) — Bl

L. (C.98)

Log-linearization of households’ part From equations (C.12) and (C.13), the con-

sumption wedge F; becomes

n APsn(li + psnie) — Al
n—1 APsy+(1—X)
n PSNPSN,t - (1 - PSN)lt

= A , C.99
?7—1 )\PSN+(1_)\) ( )

fe=
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where

el=n _
s (st €)= 58 e sl (s, + (1= n)p) — ss,

pame = 8;&51% +(1—s) 1 spt+ (1 —s)
B 3<M€FTW —D)se + SNE%Gl—;TZMt s = D)sp s (1 =)
N S/fl%ln (1—ys) n sut~" + (1 —s)
(15" =) {4+ (1= )} = £(u 7 = ) {sn™7 + (1= 9)}
) (o™ + (1= 9 s+ (1= )}
TR st (s} = g ) {4 (1 8>}sm 100

{4 (1= ) P s+ (1= 9)}

Using equation (C.26), we transform equation (C.20) into

) )
0= %C(Etctﬂ - Ct) - (Zt - Eﬂtﬂ) + Et(ft+1 - ft) — ek [(pBﬂH—l - pt+1) - (pB,t - pt)]

- _951 {Et(yt+l — &1+ frrr — € Pt —prv1) — (e — &l + fr — € (PBy — pt))}
= (it = Evma) + Eo(feer — fo) = €Ee[(pBavr — pes1) — (PBa — 11,

where £/ represents a stochastic government shock. From equation (C.67), it becomes

Ey (Y1 — 5f+1 + fiy1 — € [$t+1 + mlt—i—l})
—(yr—el + fi—¢ |:$t + mltb
- (it - Et7Tt+1) - Et(ft+1 - ft)

1 1
ek { R [ EED Y EAsRR A s A)lt] ’

0=06"1

Y = Eyypr — 003 — Eﬂtﬂ) + 5? - 5?+1

+(1-6,) {A frin —€ (A:cm + mAzm> } . (C.101)
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Equation (C.21) becomes

VHH (1 — )\)61‘_1
u {Hht e

Vcco
bl = Yy,
(%e}

= w + fr — (Bt — Dr), (C.102)

where e/ represents a stochastic shock to labor supply. The first term on the right-hand
side of the equation implies that h; are positively correlated with [; if all other things

equal. A decline in hours worked involves a decrease in loyal customers. From equations
(C.26) and (C.67), this equation becomes

A
0, (ht —0ppr(1 — A)lﬁlt) + el

+ 0y — el + f, — ¢ [xt—i— ( _6)1(1 _)\)lt})
—wt fi—e [act—l— mzt} | (C.103)

From equations (C.57) and (C.98), hours worked are given by
hy = @& eh

1 ) 1 _ ~a
Tt T T Wt 1+75Blt &t

_ _h
e o 8t
1 — ow; — Bl 1
= Yo — O L el —gh, (C.104)
1470 o a
Shifting ” to the left-hand side yields production input:
1y, — 0w, — Bl 1
h t t t a
hy = — —&f. C.105
S e 14+~6 e agt ( )
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Substituting equation (C.104) yields

1 — dwy — Bl 1
1( Yt t t _58?_€?> _’_gll:

o\ 1470 Q
A
— 9,:19,;(]5,;(1 — )\)_lﬁlt
1
—1 . g - -
+00 (yt €t+ft €|:.Tt+(,r/_€)(1_)\>lt:|)

:W+ﬁ‘{%+@?35?547

10! 5 01
0=(o1t4+ — _"h (1 Zh
(C+1+75a)yt <+1+75a>wt
-1
Pef — (0, — 1)e) — 0]

L0y, g P

—(1—0;1){ft—e<xt+mlt)}.

In the presence of wage stickiness, the right-hand side of the equation deviates from

(C.106)

Zero:

Twe = BTwis1
(1_¢w>(1_ﬁ¢w) 1
" Pu 1+ §9;1 [

1 67! 5 6!
-1y = Zh — |1 Zh
(90 +1+750¢>yt (+1+75a)wt

9;1 a -1 h -1 g
et — (0, — &/ — 0. ¢

16! . A
- (1 +757B O 9L¢L(1 — /\)H) h

—(1—-0.1) {ft—e (xt+mlt> H : (C.107)
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Equation (C.23) becomes

A
— (0L — 1)l
+ W_H<Hht —0roL(1 = N)7IAL) — UC—CCCt + el
Vg Vo
- — Psy _ APsn (i + psnyg) — Ay
T T I PN T T APy + (1= 2)
A
_(‘9L—1)1_>\lt
A
+ 0 e — 0, o (1 — /\)_lﬁlt +0. ¢, +ef
= C;} — PSN _n__lf
3 1 _PSNpSN,t ts
A
_(HL_l)l_)\lt
o 1 y—odw—BlL 1,
A
— 0, or(1 - )\)Aﬁlt
1
+ (0.7 = 1) <yt el + fi e[a:t—l—( TN tD
_ Psn n—1
- _1 - PSNpSNt 77 ft-

1476 a 1+75 a
0! B )
—%6?—(%1— Jer — (0, — 1)ef
16! » A
1+75aB+(9L STt ¢L(1 )\)H)t
1

_1_ o

+ (0, 1){]"} e(xt—k( _€>(1_/\)lt>}
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(C.108)



Steady state conditions To calibrate parameters associated with the fraction of loyal
customers ¢, and 6, we consider steady state conditions.

From equations (C.21) and (C.23),

(1—L¢ _
v (H, + o1 S25E) gy, (@) ‘

UC<Ct) - Ft P,

—L)?

QLgbL(]- - Lt) 'UC’(Ot>

— n C 1_PSN,t
n—1 "LiPsns+ (1 —Ly)

we obtain the following steady state condition:

b (1 — A)*EF (E) B

__n 1 — Psy
n—1 APsy+(1—-))

Substituting equation (C.25)

Y = —CP’ e
F- (%)
it becomes
1—N)"1—
9L¢L( )\) PY
7 1— Psn

(C.109)

N— 1Py + (1— )

As for the right-hand side of the equation, Psy is given by equation (C.13):

Psy = . (C.110)

As for the left-side of the equation, we calculate W/PY. Firms’ optimal normal price

satisfies

PN € X
P

)



from equation [26] in GS. The nominal marginal cost X is given by

X = =
0Q a@’
where « represents the elasticity of output with respect to hours worked. Therefore, we
have
w W@
PY PQY
PN e—1a« Q
= — ——. A11
P ¢ HY (C.111)
Here, from the definition of price index, we have
Py Py
PPy (1 - 0Py
Py /Py
- 1
EECE
B 1 Py
- T —€ —€ %_5
{)\ v (1— A)El‘e}“ {sPs™+ (1 —s)Py <}
1 1
= ) (C.112)

1 1
{)\ 4 (1 _ /\)El—e}l—e {S,ul—e +1-— S}l—e
The relationship between () and Y is given by
Q=sQs+ (1 -5)Qn
P —€
= s(A+ (1 — Avg) (FS) Y

+ (1= ) A+ (1= Aow) (%> Ty

where




Therefore, we obtain

g — SO (1= Mug) <%) h

(1= ) A+ (1= Aow) <%) h

S| =

—(n—e)
7
1
{spl=e+1—spi=

—€

=5 /\—i—(l—)\)(

1 7
{)\ +(1— A)El‘e}E {splme 1 —spr=

1 1 —(n—e)
hi{spt=e+1 - s}

—€

1 1
{A +(1- A)El‘f}E {splme 1 —spr=e

(C.113)

Equation (C.109) with equations (C.110), (C.111), (C.112), and (C.113) give the

condition for the parameters ¢ and 6.

A case where firms do not observe [; Equation (C.67) becomes independent of [, :
Xt =DB1 (C.114)

Equation (C.73) becomes

vpss; = (1 —0p)(pns — Xi), (C.115)
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which is the same as equation [E.21] in GS. Equation (C.74) becomes

lw _ @
= -\ (Q) . (C.116)
e—1
Equation (C.91) becomes
1-— 1
SSp = — L (2, 4 Al,) . (C.117)
¢p 1—1

Equation (C.94) becomes

=—14+(0—¢A. (C.118)

Equation (C.101) becomes

Yy = By — 9c(it - Et7t+1)
+ (]. - ‘98) {Aft+1 — EAl’t_H} . (0119)

Equation (C.107) becomes

Twe = BTwis1
(1_¢w)(1_ﬁ¢w) 1
" Pu 1+ §9}:1 [

1 6! 5§ 0!
-1 “h — |1 Zh
(00 +1+750¢)yt (+1+76a)wt

0, " 16, A
— b g B0 te= )1

1+ «
—(1—=0."){ft —exe}] . (C.120)

78



Equation (C.108) becomes

1 61 5 61
O:<90_1_1+ L)fyt— %wt

1+ « 1+70

—1

—%8?4—6?
1 6,! A
O g1 C.121

* 1495 « h ¢H) ! ( )
+ (0, = 1) {fi —ex}

P —1
+ Sk DsNt + Tt (C.122)

1— Psn
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